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Executive summary 
Bridging Fragmented Data Rules 

When data rules diverge, digital trade suffers. Diverging data regulations hamper digital trade. This report analyses 
differences in G20 members' data governance rules across 45 dimensions. 

Main findings include: 

• Significant heterogeneity exists in data flow and sanction regulations, less so in data processing rules. 

• “Fragmentary by design" policies such as data localisation pose direct risks. But subtle differences in non-
discriminatory policies also hamper international trade. 

• Compliance costs, legal uncertainty and liability risks drive "bottom-line fragmentation". Firms may exit mar-
kets due to unintentional policy spillovers. 

Suggested policy priorities: 

• Clarify ambiguous rules at home. Learn from partners abroad. Domestic regulators should develop clear, in-
teroperable data rules and share best practices internationally. 

• Forge interoperability through mutual recognition and shared principles. Trade negotiators should build bridges 
between regulatory regimes through mutual recognition, internationally accepted certification and data stand-
ards as well as shared principles. 

 

The first part of this report provides an in-depth comparative analysis of regulatory approaches to data governance 
across the G20 members. Along 45 dimensions, it compares regulations on data processing, data flows including 
localisation and transfers, as well as sanctions. This systematic comparison aims to pinpoint areas of regulatory het-
erogeneity that may hinder digital trade. 

The report's second part then summarises the state of data governance rules in each individual G20 member. It pro-
vides an overview of major policy developments and enforcement highlights to deliver rich context. In addition, these 
summaries cover secondary legislation and country-specific regulations that go beyond the systematically compared 
45 dimensions. 
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The cross-border spillovers of domestic digital regulation

Data’s role in the global economy is large and growing 
It is well established that data and data flows are the 
bloodline of the global economy. The value of data 
flows already amounted to USD 2.8 trillion in 2014 and 
since grew at an annual rate of nearly 50 percent.1 In the 
traditional economy, data flows have enabled millions of 
small and midsize enterprises to reach customers 
across the globe. The digital economy, in turn, grew 2.5 
times faster than the traditional economy and is esti-
mated to grow to 24.3% of global GDP by 2025.2 High-
profile incidents illustrate that the downsides of limiting 
data flows can be significant. For instance, the disap-
pearance of ship location data before China imple-
mented its new data law added to the strains in global 
post-COVID logistics. In the interconnected digital econ-
omy, domestic regulations can easily develop cross-
border implications. 

Data governance rules are mushrooming 
The Digital Policy Alert’s Activity Tracker has docu-
mented over 1,900 data governance policy develop-
ments since 1 January 2020. Activity in this policy area 
is spread across the globe, with the USA (including its 
states), the EU (including its member states) and China 
counting the most developments. In addition, in the past 
year, India, Indonesia, and Saudi Arabia have enacted 
comprehensive privacy laws. In a highly active regula-
tory environment, it is not just the legislatures that mat-
ter, but the executive and courts are shaping the regula-
tory environment for data flows as well. 

Data governance comprises several policy instruments 
that intersect with business operations. The most fre-
quently advanced rules concern data protection, fol-
lowed by cybersecurity, cross-border data transfers, and 
data localisation. Governments are also creating new 
agencies to deal with data’s paramount importance. 

The details matter, but remain untracked 
Concerns about cross-border spillovers from domestic 
data rules are a staple in today’s debates on international 

 
 
1 McKinsey Global Institute (2016), “Digital globalization: The new era of global flows”; McKinsey Global Institute (2022), “Global 
flows: The ties that bind in an interconnected world”. 
2 Oxford Economics (2017), “Digital Spillover”. 
3 See for example the OECD’s Digital Service Trade Restrictiveness Index or the European University Institute’s Digital Trade Integra-
tion Index. For data localisation, see Digital Policy Alert’s thread on data localisation and the historical overview by López González, 
J., F. Casalini and J. Porras (2022), "A Preliminary Mapping of Data Localisation Measures", OECD Trade Policy Papers, No. 262. 

economic cooperation. Prominent indicators show the 
openness of the global digital economy declines stead-
ily.3 Yet most analyses focus on salient, discriminatory 
data localisation requirements or onerous cross-border 
data transfer conditions.  

While these restrictions are certainly pressing interna-
tional policy issues, the rapid growth of domestic cyber-
security and data protection regulations requires equal 
attention. For businesses of any size, meeting the evolv-
ing security standards for their clients every day is chal-
lenging. From a trade perspective, understanding when 
lawful data processing in the home country violates the 
data rules for their trading partners is vital for exporters 
to minimise their liability risk. To avoid creating devils in 
the details, careful regulators need to ensure that their 
rules are “interoperable” and remain close to interna-
tional best practice. Yet to date, there is little cross-coun-
try analysis of domestic regulatory requirements that 
guides businesses and regulators at the required level 
of detail to avoid unintended consequences. 

A report based on the fine print 
This report investigates how regulatory approaches to 
personal data protection differ across the G20 mem-
bers. With a focus on the cross-cutting data rules that 
affect all participants in the digital economy, the Digital 
Policy Alert has researched the details of regulatory re-
quirements around the globe. To paint a nuanced pic-
ture of regulatory heterogeneity and harmonisation, we 
compare the regulatory environment for data operators 
in the private sector along 45 dimensions across all G20 
members. Our report covers the following three topics: 

Data processing: First, we analyse the rules for domestic 
data processing. These regulations define the legal ba-
ses for data processing, rights granted to data subjects, 
and compliance obligations for data operators – essen-
tially establishing the domestic standard for data pro-
tection. Understanding differences between data re-
gimes is crucial for digital trade. When entering new 
markets, foreign providers must navigate variations in 

https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/digital-globalization-the-new-era-of-global-flows$
https://www.mckinsey.com/capabilities/strategy-and-corporate-finance/our-insights/global-flows-the-ties-that-bind-in-an-interconnected-world
https://www.mckinsey.com/capabilities/strategy-and-corporate-finance/our-insights/global-flows-the-ties-that-bind-in-an-interconnected-world
https://www.oxfordeconomics.com/resource/digital-spillover
https://goingdigital.oecd.org/en/indicator/73
https://dti.eui.eu/
https://dti.eui.eu/
https://digitalpolicyalert.org/threads/Data-localisation-requirements
https://doi.org/10.1787/c5ca3fed-en
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accepted legal bases, user rights, and definitions. Even 
when data stays within the export market's borders, 
aligning standards and ensuring interoperability of data 
protection frameworks lays the foundation for friction-
less digital trade. 

Data flows: Next, we examine regulations on cross-bor-
der data flows, differentiating data localisation require-
ments from conditions on data transfers. Regulators 
acknowledge that data flows are vital to the digital econ-
omy, yet also benchmark against domestic data protec-
tion standards – firms should not decrease protection 
by sending data abroad. This creates a spectrum of ap-
proaches: governments mandate transfer mechanisms 
to enable protected cross-border data flows, while also 
imposing localisation for data deemed too sensitive to 
send abroad under any condition. For international firms 
looking to enter new markets, data flow regulations de-
termine whether the benefit of market access out-
weighs the burden of complying with data transfer con-
ditions or localisation mandates.  

Sanctions: Finally, we examine the sanctions used to en-
force domestic data rules. When entering new markets, 
firms must consider their potential exposure to new lia-
bilities. Regulations grant oversight bodies power to 
sanction non-compliant firms and their representatives. 
Procedural differences such as private or third-party 
rights of action may create additional risks. Understand-
ing differences on sanction regimes sheds light on po-
tential liability risks for firms processing or transferring 
data abroad. Seeking greater interoperability, so similar 
violations receive similar consequences across jurisdic-
tions, can provide clarity for firms evaluating data gov-
ernance diligence. 

The scope of this report comprises policies at the na-
tional level, both comprehensive data protection laws 
and secondary legislation.4 The analysed legal regimes 
differ in their scope, conceptualisation, and implemen-
tation. For instance, some regimes create differential 
rules based on the type of data that is processed, the 
processing mechanism, or organisational characteris-
tics, such as operator size. This report does not mini-
mise these differences but rather focuses on compara-
ble aspects within the available policy text. To comple-
ment the comparative analysis, the Annex provides a 
succinct summary of each G20 member’s data 

 
 
4 In the European Union, we subsume France, Germany, and Italy when the General Data Protection Regulation is pertinent. In the 
United States, in the absence of a comprehensive privacy law, we cover state laws. In India, Indonesia, and Saudi Arabia, we analyse 
newly adopted laws that are yet to be implemented. Proposals that are currently under deliberation are referenced in the Annex. 

governance regime, including enforcement develop-
ments and secondary legislation. Throughout the report, 
we only consider public, official sources. 

Fragmentation through the bottom line 
It is imperative to investigate regulatory heterogeneity 
because it can cause digital fragmentation. Only few do-
mestic policy choices decree fragmentation by design, 
for instance localisation mandates. More often, frag-
mentation is an unintended side-effect of differing do-
mestic regulatory requirements. Digital providers that 
struggle with adjustment costs and liability risks in for-
eign markets will refrain from international expansion or 
exit markets. Fragmentation occurring through busi-
nesses’ bottom line is unintended, and understudied.  

To shed light on what dimensions of the regulatory en-
vironment matter more for digital fragmentation, this re-
port analyses data governance requirements through a 
business lens. Using a business lens does not mean ad-
vancing commercial interests above public policy goals. 
Any regulation poses a trade-off between unconstrained 
innovation or exchange and legitimate public policy ob-
jectives. The focus of this report is to identify the costs 
of regulatory design choices to help the public weigh its 
implied trade-offs. To participate in the benefits from in-
ternational openness, careful regulators need to identify 
the least trade-restrictive requirements to meet the 
stated public policy objectives. The analysis in this report 
supports that quest for balance – yet the decision what 
trade-off is acceptable ultimately lies with the public. 

Towards measuring fragmentation risk from domestic 
regulations 
Grasping the risks of digital fragmentation from domes-
tic regulation takes a three-step process. Launching 
this report marks another milestone in this endeavour 
and charts further work ahead. 

First, an inventory of regulations: A comprehensive data 
set detailing the distinct regulatory requirements and 
legislations across various jurisdictions is a prerequisite 
to analyse fragmentation. The Digital Policy Alert fulfils 
this role with now more than 4,500 digital policy 
changes documented in the G20 members, adding a 
dozen new developments every day. 

Second, a framework for comparing regulatory ap-
proaches: A core contribution of this report is the 
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analysis of data governance rules across 45 dimensions 
among all G20 members. Yet further comparisons are 
needed on different data types, cross-border concerns 
such as government access, and additional policy areas 
such as content moderation or the taxation of the digital 
economy. 

Third, impact measures for regulatory differences: The fi-
nal step in this endeavour links regulatory differences to 

real world impacts on business operations and digital 
trade. Empirical work must still uncover which regula-
tory differences truly affect transactions, market access 
and innovation. Our report charts several data govern-
ance divergences across the G20 members that can be 
readily used in empirical analyses to shed more light on 
a pressing concern for the global digital economy.  
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How to get the most out of this report 

The core concepts 
Digital fragmentation  
The digital economy is built on a 
global “network of networks”. We 
use the term “digital fragmentation” 
to mean the disintegration of this 
network into separate, regional 
blocks. This fragmentation threat-
ens the seamless flow of infor-
mation as well as digital goods and 
services. There are several sources 
for fragmentation risk. In this report, 
we focus on those originating in the 
regulatory environment for data 
governance. 

Regulatory heterogeneity 
While the internet is born global, its 
regulations are fundamentally do-
mestic. As users across the globe 
indulge in apparently identical digi-
tal goods and services, the regula-
tory environments in which they do 
so vary significantly. The differ-
ences between these regulatory 
systems are what we coin "regula-
tory heterogeneity." This report iden-
tifies occasion where such regula-
tory heterogeneity may create unin-
tended fragmentation risk. 

Interoperability  
The solution to regulatory heteroge-
neity does not lie in forging a single 
rule. Given the complexities, it is not 
realistic, and perhaps not even de-
sirable, to champion a single univer-
sal law. Instead, the pressing need 
is for policymakers to craft bridges 
between varying regulatory environ-
ments, ensuring that digital services 
and data maintain their fluidity for 
the broader access, opportunity, 
and potential innovation for all.

A common chapter structure to read what interests you most 
To cater to readers with different prior knowledge, use cases or topical interests, we have organised all chapters of this 
report along the same four sections. Each section presents a single step in the analysis of the chapter. The steps are: 
 

1. Areas of regulatory heterogeneity: A brief discussion of the dimensions that can vary and how they do. 

2. Sources of fragmentation risk: An operational burden assessment including observational evidence. 

3. International interoperability efforts: An overview of current international cooperation on identified risks. 

4. Policy recommendations: Potential next steps deduced from the findings of the prior sections. 
 

Heatmaps to visualise regulatory heterogeneity
The heatmap is the main visual tool for this report. All heatmaps share the same basic layout: The horizontal axis 
enumerates G20 members, while the vertical axis lists different data governance requirements. A highlighted field sig-
nals that the requirement exists for the given G20 member. We recommend reading each heatmap first vertically, to 
familiarise yourself with the requirements in focus, then horizontally, to compare requirements across jurisdictions.  

Moving along the horizontal axis helps identify the degree of regulatory heterogeneity for the given requirement. Reg-
ulatory heterogeneity visualises as a chessboard or scattered archipelago of disconnected blocks. Interoperability, 
however, reveals itself as solid line, a bridge, that spans from left to right. 
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Legal bases 
Legal bases define the general circumstances in which firms may process personal data. Regula-
tory heterogeneity through differing legal bases may require data operators that are going global to 
reengineer data collection processes or amend their business model.

Legal bases for data processing (alternative) 

 

Areas of regulatory heterogeneity 
All but one G20 member specify explicit legal bases for 
lawful processing of personal data by the private sector. 
The US is the only G20 member where firms are not re-
quired to legitimise their processing of personal data 
through an explicit legal basis. There, the processing of 
personal data is generally permitted unless there is an 
explicit prohibition.  

Across the G20 members, we distinguish between five le-
gal bases for private data processing, the most common 
being the data subject’s consent. Two similarly common 
legal bases enable processing that is required to comply 
with a legal obligation or to uphold a vital interest, which 
usually pertains to maintaining individual or public health. 
Two legal bases that may not be invoked in all G20 mem-
bers are “contractual necessity” and “legitimate interest”. 
Contractual necessity regimes allow personal data pro-
cessing without consent for operations required to fulfil 
the contract with the data subject. Some jurisdictions al-
low data processing following a legitimate interest of the 
data operator or a third party. This includes, for example, 
fraud prevention or cybersecurity measures.  

Data subject consent is an accepted legal basis in all 
G20 members with a legal basis requirement. In most 
cases, an operator must obtain data subject consent by 
informing them on their processing practices and ask-
ing for permission to process their data. Despite the 
spread of consent as a legal basis, the validity require-
ments for consent vary. Differences persist regarding 
the information that operators must provide before ob-
taining consent and the design of the interface through 
which data subjects grant their consent. For instance, 
operators must provide a refusal option or abstain from 
using deceitful designs nudging users to grant consent 
(“dark patterns”). The notion of “freely given” consent 
prohibits operators receiving data subject consent by re-
quiring it as a condition for the provision of a service. 
Similarly, operators cannot always rely on consent that 
is not given in an explicit form but rather implicitly 
granted through data subject actions or situational cir-
cumstances (“inferred consent”). Differences on what 
constitutes valid consent is the prime source of regula-
tory heterogeneity in a seemingly interoperable attribute 
of G20 data rules. 

Main findings 

Areas of regulatory heterogeneity: Acceptance of contractual necessity and legitimate interest; consent validity 

Sources of fragmentation risk: Legal uncertainty regarding legal base validity, operational switching costs 

International interoperability efforts: Recognition of legal bases without harmonisation in privacy conventions  

Policy recommendations: Clarity and shared principles on validity requirements for legal bases. 
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Contractual necessity and legitimate interest are less 
commonly accepted legal bases, found in twelve and 
nine G20 members, respectively. Australia, China and 
Mexico accept contractual necessity but not legitimate 
interest. Heterogeneity arises, however, even within the 
countries that accept these legal bases, for similar rea-
sons as those noted with respect to subject consent. 
Namely, countries differ in their definition of the “neces-
sity” of contractual performance. To establish necessity, 
firms may be required to formally evaluate less intrusive 
alternatives, minimise the frequency and amount of data 
processed, or relate the necessity to a core tenet of their 
business. In addition, countries differ in the notions of the 
“legitimacy” of interests that operators can purport. To 
claim legitimacy, the different requirements include a 
“balancing test” to weigh the firm’s interest against those 
of the data subject, or a “legitimate interest assessment” 
to evaluate the stated justification for data processing.  

Sources of fragmentation risk 
The potential consequences of an invalid legal basis are 
severe since the legal basis determines the legality of 
data operators’ core business. 

On the one hand, the broad alignment on several legal 
bases for the lawful processing of personal data is a clear 
positive. It indicates a solid foundation for international 
interoperability, though the ambiguities around the valid-
ity of consent, the necessity of contractual performance, 
and the legitimacy of operators’ interest persist. 

On the other hand, these same ambiguities raise liability 
risk for firms relying on any of these legal bases. Litiga-
tion cases regularly refine the accepted interpretations 
of consent validity (implicit or explicit), contractual ne-
cessity, and the legitimacy of interest. Before entering a 
jurisdiction, firms need to understand both the accepted 
legal bases as well as their validity requirements. Illus-
trating this uncertainty, Meta recently announced its in-
tention to switch to the legal basis of consent after failed 
attempts to invoke contractual necessity or legitimate 
interest in European court proceedings. 

Further contributing to fragmentation risk, the sole inter-
nationally interoperable legal base – active and explicit 
subject consent – may incur high operational adjust-
ment costs for systems initially designed for a different 
legal base. Notably, the operational costs for switching 
between legal bases are asymmetric. Switching be-
tween contractual necessity, legitimate interest or in-
ferred consent requires legal justification by the data op-
erator but no changes to their operations. Switching to 
explicit consent, however, requires operational changes. 
To ensure they meet the highest standards for consent, 

firms across the G20 must proactively inform data sub-
jects, who in turn must actively provide their consent. 
While such consent collection processes may be tech-
nically feasible in general, they may not be practical for 
rapidly evolving digital goods and services. In either 
case, the switching costs to explicit consent may be pro-
hibitive for data operators with legacy systems.  

International efforts to raise interoperability 
To date, trade agreements do not directly address the 
ambiguities in consent validity, contractual necessity, or 
legitimate interest. Some trade agreements require their 
parties to “publish information” on how an enterprise 
can comply with their legal requirements. Often, they 
call for the development of mechanisms to increase in-
teroperability and exchange information about their ar-
rangements. While such provisions could give rise to in-
teroperable concepts, they are at present not explicitly 
addressed in existing agreement text. 

Several international privacy conventions and principles 
recognise legal bases beyond consent, though they often 
refer to national law for an exhaustive list. This is the case 
in the Council of Europe Convention for the Protection of 
Individuals with regard to Automatic Processing of Per-
sonal Data, the APEC Privacy Framework and the ASEAN 
Framework on Personal Data Protection. The African Un-
ion Convention as well as the ECOWAS Act on Personal 
Data Protection explicitly recognise contractual necessity 
and legitimate interest as legal bases beyond consent. 
Neither, however, provides guidance on how to interpret 
the underlying concepts of necessity and legitimacy. With 
respect to consent validity, the Ibero-American Standards 
require that consent be “indubitabl[y]” granted “through a 
clear representation or affirmation” by the subject.  

Policy recommendations 
Clarity and consistency in legal bases governing per-
sonal data processing are an important element to fos-
ter digital trade and innovation. The above analysis sug-
gests two priorities for domestic regulators and interna-
tional negotiators: 

1. Increased domestic clarity for legal bases: Regu-
lators should elucidate their legal bases by detail-
ing the requirements for valid consent, the ne-
cessity of contractual performance, and the le-
gitimacy of operators' interests. These clarifica-
tions, potentially as “interim” rules, could evolve 
through continuous stakeholder dialogue. 

2. International alignment on shared definitions or, 
at a minimum, shared principles for the validity 
of consent, the legitimacy of operators’ interest 
and the necessity of contractual performance. 
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Data subject rights 
Data subject rights empower individuals with different control instruments, such as access and 
rectification, to determine how their personal data is handled by operators. Regulatory heterogene-
ity in data subject rights may require operators entering new markets to reengineer their data stor-
age systems or provide additional safeguards to data subjects from abroad.

Data subject rights (cumulative) 

 

 

Areas of regulatory heterogeneity 
Data subject rights enable individuals to exercise vari-
ous controls over how their personal data is used by 
data operators. Rights found across the G20 include the 
right to be informed on how data is processed, to access 
data, to request the rectification and deletion of data, 
and to object to data processing. Finally, the right to data 
portability enables subjects to request the transmission 
of their data to another operator. Across the G20, we find 
differences in which rights are granted and how they 
can be exercised. 

The data subject rights to information, access and rec-
tification are found across all G20 members. Though no 
federal requirements exist in the US, state-level privacy 
laws include these three data subject rights. The right to 
information is usually combined with a requirement to 
transparently communicate processing practices 

through a public privacy policy or similar solution. Differ-
ences persist in requirements regarding the accessibil-
ity and content of privacy policies. Disclosure require-
ments cover the contact details of the controller, the pro-
cessed data, the processing purpose, the data retention 
period, the data origin, and the existence of automated 
decisions and their logic, among others. The right to re-
quest rectification consistently covers both the correc-
tion of inaccuracies and the completion of gaps within 
operators’ datasets in all G20 members.  

The right to request data deletion, also known as the 
“right to be forgotten”, is found in all G20 members ex-
cept for Australia. The Australian government is deliber-
ating the addition of this right in its current review of the 
Privacy Act. Canada’s regime is unique in that it allows 
requests for deletion only if an individual successfully 

Main findings 

Areas of regulatory heterogeneity:  Heterogeneity regarding the rights to object and to data portability 

Sources of fragmentation risk: Data traceability requirements, liability risk through varying request re-
sponse requirements 

International interoperability efforts: Coverage of specific rights in privacy conventions, not in trade agreements 

Policy recommendations: Recognise compliance certificates; align request response requirements 
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demonstrates the inaccuracy or incompleteness of their 
personal information.  

The right to object or opt out of data processing exists 
in ten G20 members, counting US states. The scope of 
this right can differ between them. In part of the G20 
members, the right to object focusses on objecting to 
the processing of specific data types, such as sensitive 
data. In others, the right to object extends to specific 
data processing types, such as automated decision-
making. 

The right to data portability exists in nine G20 mem-
bers, counting US state privacy laws. A few regulatory 
differences exist in how operators must respond to port-
ability requests. Operators can be required to provide 
data subjects with their data in a portable format or to 
transfer the data directly to another provider, leaving the 
format unspecified. 

Sources of fragmentation risk 
The main operational implication of heterogenous data 
subject rights for internationalising data operators is the 
need for an increasingly sophisticated individual data 
traceability system. Depending on the market, data op-
erators need to be able to amend or remove different at-
tributes of the collected personal data and export this 
information in different formats. 

To manage liability risks, firms must follow different 
procedures in each market to accommodate differing 
timelines and response depth for data subject requests. 
Liability risk increases with the possibility of interna-
tional redress, which also differs across jurisdictions. 
The consequences of failing to comply with a data sub-
ject request remain limited compared to those for vio-
lating the accepted legal bases discussed in the previ-
ous section. Failure to comply with data subject re-
quests usually does not impact the legality of data oper-
ators’ core business. To mitigate liability risk, operators 
can also rely on heterogeneous justifications to ignore 
data subject requests, including their manifestly un-
founded or excessive nature. 

International efforts to raise interoperability 
In general, trade agreements do not create individual 
data subject rights. Some agreements require parties to 
“publish information” on how individuals can pursue 
remedies. The interoperability of data subject rights is 
not directly addressed. Parties of existing trade agree-
ments may revert to provisions that encourage or oblige 
them to promote interoperability between regimes, in or-
der to address data traceability requirements or proce-
dural heterogeneity. 

The protection of individual rights is a core purpose of 
privacy conventions and principles. Conventions there-
fore consistently reference data subject rights, with the 
exception of data portability. Some conventions provide 
a list of data subject rights, such as the Council of Eu-
rope’s Convention. Other conventions establish data 
subject rights as principles, such as the ECOWAS Act on 
Personal Data Protection and the APEC Privacy Frame-
work. Both versions aid in providing a coherent set of 
data subject rights across jurisdictions. Conventions do 
not, however, address challenges in complying with data 
subject rights, including the operational implications of 
data traceability systems. In addition, conventions do 
not harmonise procedures to respond to data subject 
request. 

Policy recommendations 
To ease operational implications and foster digital trade, 
heterogeneity in the response to data subject requests 
should be addressed. The above analysis suggests two 
priorities for domestic regulators and international ne-
gotiators: 

1. Harmonised response procedures: Regulators 
should align on adequate complaint response 
times and formats, as well as international re-
dress mechanisms. 

2. International alignment on compliance stand-
ards and certification: Regulators should align 
on the operational requirements for compliance 
with the same subject rights. This ranges from 
simple requirements, such as the content and 
format of privacy policies, to sophisticated sys-
tems for data traceability and data portability. 
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Compliance obligations  
Firms that process personal data are subject to a variety of regulatory compliance requirements. 
Governments impose obligations towards regulators as well as in-house measures. Data operators 
entering new markets may have to implement organisational or operational changes.

Compliance obligations (cumulative) 

 
 

Areas of regulatory heterogeneity 
All G20 members impose compliance obligations on 
operators, which can be grouped in three categories. 
Governmental obligations require firms to engage with 
a governmental agency. Organisational obligations con-
cern firms’ internal structures. Operational obligations 
concern firms’ data processing operations. 

Governmental obligations require data operators to no-
tify or register with authorities, or establish a local legal 
representation. Four G20 members impose registration 
or notification obligations, usually under limited condi-
tions. The obligation to notify data processing to the reg-
ulator before it begins is found in Russia. South Africa 

requires notification for data processing involving “unique 
identifiers” such as tax-related IDs. Regarding registra-
tion, Turkey requires “data controllers” to register in the 
Data Controllers Registry Information System since 
2022. Saudi Arabia merely recommends operator regis-
tration but does not require it. In Argentina, operators 
must register their databases with authorities, rather than 
their operations. Finally, six G20 members require firms 
that process their citizens’ data to appoint a local legal 
representative to engage with the government. In Russia, 
this requirement only applies to operators which exceed 
certain thresholds, including a daily user base of over five 
hundred thousand individuals in Russia.  

Main findings 

Areas of regulatory heterogeneity:  Heterogeneity in governmental and organisational obligations 

Sources of fragmentation risk: Obligations to establish a local footprint,   
operational obligations and tiered regimes accumulate compliance costs 

International interoperability efforts: Compliance obligations mentioned in privacy conventions and trade agree-
ments, emerging interoperability mechanisms 

Policy recommendations: Reassess localisation and ex-ante obligations, accept international certification 
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The most common organisational requirement demands 
that operators designate a person responsible for data pro-
tection within their organisation, often dubbed “data pro-
tection officer”. All G20 members except for Argentina, 
Australia, Turkey and the US establish this requirement, 
while Japan recommends it. In India, “significant data fidu-
ciaries” designated by the government must appoint a re-
sponsible person. Differences persist in the qualification 
requirements for data protection officers, with respect to 
their knowledge of the law and data protection practice. In 
addition, operators may be obliged to notify the contact de-
tails of their data protection officer to authorities. Lastly, 
differences persist in the functions that data protection of-
ficers execute. These functions include ensuring compli-
ance with data protection rules as well as responding to 
data subject requests, among others. In addition to the ap-
pointment of a data protection officer, China requires data 
operators to appoint an external supervisory committee.  

Operational requirements include impact or risk assess-
ments, as well as limits on the data processing itself or the 
maximum timeframe of data retention. Impact assess-
ments are required in all G20 members except Argentina, 
Canada, Japan, and Turkey. Korea and Mexico recommend 
impact assessments. In some countries, impact assess-
ments are required only under specific circumstances. 
China requires impact assessments for all processing with 
a “major influence” on individuals, such as automated de-
cision-making. Indonesia demands impact assessments 
for processing operations that carry a “high risk” for data 
subjects. India requires “significant data fiduciaries” desig-
nated by the government to conduct impact assessments. 
Australia and Brazil require assessments upon govern-
mental request. All G20 members require operators to not 
“excessively” process data (“data minimisation”) and to 
limit their processing to what is necessary for the declared 
purpose (“purpose limitation”). All G20 members except In-
dia and Japan require operators to proactively delete data 
once it is no longer needed for the declared purpose. 

Sources of fragmentation risk 
Fragmentation risks are an inherent feature of all local-
isation requirements including those for a local repre-
sentative. Requiring foreign providers to a have domes-
tic footprint as a condition for market access raises the 
risk that digital providers hold the deployment of their 
products and services especially in niche markets or 
those with limited size.  

Furthermore, with ex-ante notification or registration 
conditions, potential exporters must make a deliberate 
choice and effort to enter a market. This hinders seren-
dipitous market discovery for goods and services that 
could, in principle, be consumed globally.  

Operational obligations appear less burdensome for 
firms but can grow to a “paper tiger” as firms enter new 
markets. Especially granular differences within the 
same requirements create cumulative compliance 
costs since they force firms to spend resources on sys-
tems or process adaptation.  

Tiered compliance regimes can further raise fragmenta-
tion risk. Compliance requirements, including reporting du-
ties and impact assessments, are often tied to a specific 
type of data processing or operator. The characteristics that 
trigger these differential obligations are unique to each legal 
framework. Accordingly, the same operator conducting the 
same processing may be subjected to varying obligations 
across different borders based on different characteristics. 

International efforts to raise interoperability 
Trade agreements do not currently address compliance 
obligations directly. Some agreements require their par-
ties to “publish information” on how firms can comply with 
their legal requirements. Agreements also encourage or 
demand parties to develop compatibility and interoperabil-
ity mechanisms regarding requirements. Recently, the 
concept of data protection trustmarks that verify firms’ 
conformance to data protection standards emerged. The 
mentions of interoperability mechanisms and trustmarks 
showcase the urgency of aligning compliance obligations, 
but do not currently address heterogeneity. 

Privacy conventions and principles touch upon compli-
ance obligations. The OECD Privacy Principles translate to 
obligations, for instance data minimisation. The ASEAN 
Framework demands that organisations cease data reten-
tion once it is no longer necessary. The APEC Privacy 
Framework mentions that obligations should counter the 
misuse of personal information. For instance, the infor-
mation collection should be limited by its purposes. Firms 
should demonstrate compliance through “operative privacy 
management programmes”, including to foreign authorities. 

Policy recommendations 
To raise the interoperability of compliance obligations, 
we recommend that domestic policymakers: 

1. Reassess the need for registration and local rep-
resentation requirements. Where possible, con-
sider exemptions for data processed by small 
and medium enterprises. 

2. Consider accepting internationally recognised 
certification options to replace obligations, such 
as impact and risk assessments. International 
standards, such as the ISO 27000 series, may 
provide the necessary information. 
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Data localisation 
Data localisation requirements oblige data operators to store data on domestic computational fa-
cilities. For operators entering new markets, data localisation requirements at a minimum imply 
changes to the geography of data storage facilities. When paired with cross-border data transfer 
restrictions, data localisation requirements can impair quality of service.

Data localisation requirements (by sector) 

 

Areas of regulatory heterogeneity 
From the fragmentation risk perspective, regulatory het-
erogeneity is not the primary concern with data locali-
sation requirements. While their details may differ, data 
localisation requirements are “fragmentary by design”. 
Mandating that data must be held or processed within a 
jurisdiction separates the associated operations from 
the global internet. Fragmentation would thus grow 
even all countries imposed homogeneous localisation 
obligations. Since the focus of this report is on fragmen-
tation risk in G20 data governance regulation, we ana-
lyse the general and specific data localisation 

 
 
5 Reflecting this change in focus, we have extended our comparative analysis for this chapter in three ways. First, we analyse France, 
Germany and Italy at the national level, rather than the EU. Second, we analyse sectoral secondary legislation. Third, we analyse 
localisation obligations regimes concerning non-personal data. 

requirements across the G20 members below without 
discussing their heterogeneity explicitly.5 

Two G20 members impose general data localisation 
requirements that concern all data types. China’s local-
isation regime, originally enshrined in the Cyber Security 
Law and the Data Security Law, was refined in the Per-
sonal Information Protection Law. In Russia, localisation 
is mandated in several laws and focalised in enforce-
ment. Most of Russia’s data protection sanctions are is-
sued to foreign firms that fail to localise their data. 

Specific localisation obligations, for enumerated data 
types, exist in all G20 members except the UK. Japan 

Main findings 

Areas of regulatory heterogeneity:  Heterogeneity in data definitions, though of second-order importance 

Sources of fragmentation risk: Fragmentary-by-design policy instrument 

International interoperability efforts: Restrictions on localisation in most trade agreements, not privacy conventions 

Policy recommendations: Conduct balancing test for localisation obligations, consider local copy require-
ments, refer to international definitions 
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only recommends localisation, for health data. EU mem-
ber states impose such requirements at the domestic, 
rather than the supranational, level. In Canada, some 
provinces mandate localisation, not the federal govern-
ment. China cumulates strict specific localisation re-
quirements with its general localisation obligation, 
which foresees exceptions. 

First, some G20 members require the localisation of 
communications, infrastructure and government data. 
Five countries demand localisation of communications 
data. This broad data category concerns telecommunica-
tions, messaging, and social network providers, which are 
required to locally store user interactions or system logs, 
among other data. Infrastructure data is to be localised in 
five G20 members. Finally, ten G20 members require lo-
cal storage of government data including data stored in 
facilities procured from cloud providers.  

Second, localisation requirements extend to health and 
insurance data. Australia, Canadian provinces, and 
China demand health data localisation, while Japan 
merely recommends it. Insurance data must be local-
ised in India and Saudi Arabia. 

Third, transportation and location data, for instance 
generated by satellites, mapping services, and vehicles, 
must be stored locally in China, India, Korea and Turkey. 

Fourth, seven G20 members require financial transaction 
data, including banking and payment processing data, to 
be stored locally. Finally, in eight countries, firms must lo-
cally store their financial records, including accounting 
books and data relevant to value-added-tax duties. 

Sources of fragmentation risk 
Data localisation requirements are “fragmentary by de-
sign”. Data held within a jurisdiction separates the asso-
ciated operations from the global internet. Three factors 
influence the scale of the associated fragmentation risk.  

First, localisation requirements demand substantial oper-
ational changes, as firms must store parts of their user 
data in different locales. Operators entering markets with 
data localisation requirements must invest in local data 
storage facilities. Beyond budget constraints, bottlenecks 
in the local availability of adequate data centre infrastruc-
ture could further raise fragmentation risk. 

Second, fragmentation risk rises when pooling data 
from various markets is important to ensure the quality 
of the digital service. Data pooling is used for several 
purposes, including fraud detection, algorithm training 
or the facilitation of international transactions. Firms of-
fering services that rely on data pooling have a lower in-
centive to enter markets with localisation mandates. 
Furthermore, firms that scatter data across 

jurisdictions, for instance for cybersecurity purposes, 
may refrain from entering markets that impede scatter-
ing through localisation obligations. 

Third, non-standard definitions of the data types sub-
jected to data localisation raise fragmentation risk. The 
definitions that trigger localisation obligations are 
unique to each legal framework. Accordingly, an opera-
tor may fall in the scope of one country’s localisation ob-
ligation because its data falls under a certain data clas-
sification, such as communications, which is differently 
defined in other countries.  

International efforts to raise interoperability 
Data localisation is a longstanding international trade 
concern. Restrictions on requirements to localise com-
puting facilities as a condition for market access are in-
cluded in plurilateral discussion at the WTO and already 
a common provision in free trade and digital economy 
agreements. In most agreement text, data localisation 
may still occur if it serves a “legitimate public policy ob-
jective” (LPPO) and is a proportionate, least-trade re-
strictive instrument to do so. The disciplining power of 
such provisions remains untested. The agreements dif-
fer on the definitions for the range of permissible LPPOs, 
yet their scope has been subject to extensive interpreta-
tion by the WTO dispute settlement system. To date, no 
challenges have been brought publicly between parties 
of such agreements. 

In general, data localisation requirements are beyond 
the scope of existing privacy conventions or principles. 
The Ibero-American Standards acknowledge that enu-
merated reasons may be invoked to limit “international 
transfers of categories of personal data” (see our sec-
tion on cross-border data transfers). 

Policy recommendations 
To mitigate fragmentation risk from data localisation 
obligations, the above analysis suggests three priorities 
for domestic regulators: 

1. Test whether data localisation requirements are 
the proportionate, effective and least-trade restric-
tive instrument for achieving their stated objective.  

2. Evaluate local copy requirements separately from 
cross-border data transfer restrictions. Data local-
isation that requires local copies and prohibits 
their cross-border transfer is particularly fragmen-
tary. Serving a stated public policy objective may  
not require both. 

3. Refer to established definitions used in international 
standards or trade agreement text for economic 
activities or data types targeted by data localisa-
tion requirements, to avoid scope uncertainty. 
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Cross-border data transfers 
Data operators who seek to transfer personal data must fulfil special safeguards that ensure lawful 
handling abroad. International data operators thus need to tailor their systems to ensure sufficient 
permission for the transfer and assure that domestic data protection standards are upheld abroad.

Data transfer conditions/mechanisms (alternative) 

 

 

Areas of regulatory heterogeneity 
Data transfer conditions are not “fragmentary by de-
sign” but can lead to a similar effect. Regulatory hetero-
geneity in requirements for lawful cross-border data, 
while unintended, can effectively amount to data locali-
sation incentives.  

In principle, governments use their domestic level of 
data protection as a benchmark: Firms may not send 
data abroad if this decreases protection for citizens. 

This principle manifests in two kinds of requirements 
used to establish an equivalent protection level abroad: 
Legal bases for data transfers and assurance mecha-
nisms for sufficient data protection abroad. 

Legal bases for data transfers are separate from the le-
gal bases for data processing. They attach either to the 
single transfer or to the data subject. Single-transfer 
mechanisms create a compliance obligation for each 
cross-border data transfer. A general requirement to 
gain regulatory authorisation for individual transfers is 

Main findings 

Areas of regulatory heterogeneity:  Heterogeneity regarding both legal bases and protection assurance mecha-
nisms, less variance regarding consent and agreements 

Sources of fragmentation risk: Regulatory exposure through single-transfer mechanisms, substantial liability 
risk and compliance cost 

International interoperability efforts: Covered in trade agreements and privacy conventions, emergence of novel 
frameworks 

Policy recommendations: Reconsider single-transfer mechanisms, pursue international recognition, and 
reduce regulatory uncertainty with clear compliance requirements 
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currently only applied by Saudi Arabia (until the new re-
gime is implemented). Russia requires single-transfer 
authorisation if the recipient country is not whitelisted 
(see below). Turkey requires singe-transfer authorisa-
tion for transfers carrying elevated risk to national or in-
dividual security. Brazil does not require single-transfer 
authorisation but provides this option as an alternative 
to other mechanisms. The requirement to notify data 
transfers to authorities is found in Indonesia and Russia. 
In Russia, operators must notify all transfers, specifying 
the categories of data, destination and purpose of the 
transfer. Indonesia’s current regime requires transferors 
to coordinate with the regulator before and after trans-
fers, without receiving authorisation.  

A different kind of legal base transferors can resort to is 
obtaining the data subject’s consent to the transfer. 
The consent to data transfers must usually be given 
separately from the consent to processing. Nine G20 
members accept consent as a mechanism to enable 
data transfers, subject to validity requirements (see the 
section on legal bases above). Indonesia is still deliber-
ating this option and, to date, aims to restrict it to trans-
fers affecting a limited number of data subjects.  

Protection assurance mechanisms can attach to the 
jurisdiction to which data is transferred, or to the trans-
ferring and receiving firms. Jurisdictional mechanisms 
can be either whitelists or blacklists. Both absolve firms 
in sending and receiving jurisdictions from taking fur-
ther measures to establish equivalent data protection. 
Whitelisting means that the government designates ju-
risdictions it deems to have equivalent levels of data 
protection. Whitelisting typically occurs through unilat-
eral “adequacy decisions” or bilateral “data transfer 
agreements”. Among the G20, eight members have a 
whitelisting mechanism. Indonesia and Saudi Arabia are 
in the process of establishing theirs. Blacklisting mech-
anisms take the opposite approach and enumerate ju-
risdictions to which firms must not transfer personal 
data. To all non-listed jurisdictions, cross-border data 
flows are allowed without further conditions. India is the 
only G20 member with this approach, though it has yet 
to populate its list of blacklisted jurisdictions. 

Protection assurance mechanisms often attach to the 
transferor. China’s recently established data transfer 

 
 
6 Thresholds attach either to the transferring data processor or the transferred data. Regarding the processor, security assessment 
is mandatory for all transfers by “Critical Information Infrastructure Operators” and processors of over 1 million individuals’ personal 
information. Regarding the data, security assessment is mandatory for the transfer of “important information”, personal information 
of over 100’000 individuals per year, and sensitive personal information of over 10’000 individuals per year. 

regime requires transferors that exceed certain thresh-
olds6 to pass a security assessment by the regulator. 
For transferors below the threshold, China accepts cer-
tification. Eight other G20 members accept certification, 
including voluntary certification in the US. Certification 
must be provided by an accredited body or the govern-
ment. Differences arise regarding the criteria and proce-
dures for certification, as well as the domestic ac-
ceptance of international certifications. 

The most common protection assurance mechanisms 
regulate the relationship between the transferor and the 
recipient. The transferor must enact safeguards to en-
sure that the recipient handles the data with equivalent 
protection through firm-driven solutions. Agreements to 
implement safeguards are accepted by ten G20 mem-
bers and currently deliberated by Saudi Arabia and Indo-
nesia. Five G20 members have formulated standard 
contractual clauses which firms can include into their 
agreements. The other G20 members leave the formu-
lation of the contractual clauses to the transferors. 
China accepts agreements only for firms that do not ex-
ceed the aforementioned thresholds and requires offi-
cial approval of standard clauses. In Argentina, approval 
is only necessary for formulations that differ from the 
standard contractual clauses issued by the data protec-
tion authority. Heterogeneity is prevalent in the formula-
tions of standard contractual clauses and the ac-
ceptance criteria for firms’ own formulations. 

Sources of fragmentation risk 
Heterogeneous data transfer mechanisms pose signif-
icant barriers for both firms aiming to expand to interna-
tional markets and firms from different countries that 
exchange data when providing digital services. Two fac-
tors raise the magnitude of the associated fragmenta-
tion risk.  

First, heterogeneous data transfer mechanisms create 
regulatory exposure and liability risk. Legal bases for 
data transfers tied to single transfers, especially author-
isation requirements, expose firms to frequent regula-
tory scrutiny. Where other mechanisms are available, li-
ability risk is still elevated because data transfer compli-
ance is an international enforcement priority. Apart from 
raising the probability of litigation, there is a risk of “reg-
ulation by enforcement”. Enforcement cases can rapidly 
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shift the scope and requirements of data transfer rules, 
as evidenced by enforcement cases in the EU targeting 
seemingly unrelated web hosting components, includ-
ing popular fonts and analytics tools. 

Second, heterogeneity in data transfer mechanisms in-
curs substantial compliance costs for each market en-
try. Single-transfer mechanisms create compliance 
costs for each data transfer. Jurisdictional mechanisms 
tend to create a patchwork of listed countries, since gov-
ernments’ listing approach is unilateral. When firms can 
draft contractual clauses and obtain certification, com-
pliance costs accumulate for each market they want to 
transfer data from. In addition, compliance costs rise 
with regulatory uncertainty. Regarding consent as a le-
gal basis, the issues of validity recur (see section on le-
gal bases above). Regarding contractual agreements, 
firms may struggle to formulate adequate contracts in 
countries that do not provide standard clauses. Uncer-
tainty demands additional resources. 

International efforts to raise interoperability 
Data transfers are central to international negotiations, 
the most salient example being the recently concluded 
EU-US Data Privacy Framework.  

In trade negotiations, data transfers are a common and 
controversial topic. Data transfer conditions are central 
to discussions at the WTO and commonly included in bi- 
and plurilateral free trade and digital economy agree-
ments. In most agreements, parties commit to allowing 
the cross-border transfer of information for business 
purposes but leave space for inconsistent measures 
that serve a “legitimate public policy objective” (LPPO). 
Such measures must be proportionate and the least-
trade restrictive instrument to achieve the LPPO. To 
date, the disciplining power of such provisions remains 
untested. 

Cross-border data transfers also feature prominently in 
international privacy conventions and principles. The 
ASEAN Framework demands either consent or appropri-
ate safeguards for data transfers. The Council of Eu-
rope’s Convention contains an entire chapter on the 
transborder flows of personal data. The Ibero-American 
Standards acknowledge that “international transfers of 
categories of personal data” may be limited “for reasons 

of national security, public security, public health protec-
tion, the protection of rights and freedoms of third par-
ties, as well as due to public interest matters” (36.2). The 
APEC Privacy Framework demands that participant 
countries refrain from restricting cross-border flows of 
personal information when the recipient country’s legal 
regime gives effect to the Framework or sufficient safe-
guards exist. Such safeguards include the APEC Cross-
Border Privacy Rules (CBPR), an international certifica-
tion system to certify compliance, which was recently 
opened to non-APEC economies under the guise of 
“Global CBPR”.  

The importance of data transfers has catalysed the de-
velopment of novel interoperability mechanisms at the 
bi- and plurilateral level. At the bilateral level, govern-
ments have recently started each other’s’ standard 
clauses. Recently, Argentina approved the Ibero-Ameri-
can Data Protection Network Standard Contractual 
Clauses, while the EU and ASEAN issued a joint guid-
ance to forge interoperability between their stand-
ard/model contractual clauses. The G7, under the lead-
ership of Japan, aim to operationalise the Data Free 
Flow with Trust framework, for which they endorsed the 
establishment of an Institutional Arrangement for Part-
nership. 

Policy recommendations 
To counter fragmentation risk from data transfer mech-
anisms, the above analysis suggests two priorities for 
domestic regulators: 

1. Reconsider single-transfer mechanisms that 
create burdensome compliance costs and reg-
ulatory exposure. 

2. Pursue international recognition across differ-
ent data transfer mechanisms, including certifi-
cation, contractual clauses, and jurisdictional 
listing. Currently emerging interoperability ef-
forts should be further pursued and expanded. 

3. Reduce regulatory uncertainty by defining clear 
compliance requirements. Ease firms’ liability 
risk by providing standard formulations for con-
tractual clauses and clear validity requirements 
for consent. 
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Sanctions 
Firms that process data in several jurisdictions are exposed to varying liability risks. The sanctions 
applicable in the case of violations determine the magnitude of the liability risk. Sanctions that tar-
get individuals can increase the perceived liability risk, deterring market entry.

Sanctions 

 
 

Areas of regulatory heterogeneity 
Sanctions describe the range of consequences that 
non-compliant operators face in different jurisdictions. 
The consequences can target both organisations and 
individual representatives, such as the designated data 
protection officer or senior executives. Sanctions 
against firms include fines, confiscations, data deletion 
and the suspensions of data processing or operations 
altogether. Firm representatives can be fined, impris-
oned, or demoted. 

Fines are the most common sanction, prevalent in all 
G20 members. They can be singular or recurring, as is 
typical in US state-level laws. In some regimes, fines are 

nominal, and their magnitude is capped at a maximum. 
Maximum nominal fines can vary substantially. For ex-
ample, the maximum penalty comprises CAD 100,000 
(approx. USD 72,000) in Canada, CNY 50 million (approx. 
USD 7mn) in China, and AUD 100mn (approx. USD 
72mn) in Australia. Other regimes foresee other factors 
to determine the magnitude of fines, namely percent-
ages of turnover or revenue. These factors can cause 
the magnitude of fines to rise substantially. For in-
stance, the French data protection authority fined Criteo 
EUR 40mn in 2022, a year in which the firm reported EUR 
10mn in profits. Several regimes, including the EU’s, de-
termine the magnitude of fines by choosing the higher 
option between a nominal fine and a factor-based fine. 

Main findings 

Areas of regulatory heterogeneity:  Varying sanction types and fine magnitudes 

Sources of fragmentation risk: Liability risk through differing sanction types and enforcement procedures 

International interoperability efforts: Cooperation on sanction regimes in privacy conventions 

Policy recommendations: Consider harmonising sanction types, provide safe harbours for SMEs 
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Four G20 members foresee a confiscation mechanism, 
in which revenues obtained from non-compliant data 
processing are seized. In seven countries, operators can 
be ordered to delete unlawfully acquired data. In some 
G20 members, including the US, this deletion obligation 
may extend to algorithms that were trained using said 
data.  

Suspensions are consequential sanctions that target ei-
ther the non-compliant firm’s processing activities, or 
the firm’s operations themselves. In ten G20 members, 
regulators can order the suspension of non-compliant 
data processing activities. Going further, regulators in 
Argentina, China, India, and Russia may suspend firms’ 
operations altogether, including by revoking business li-
censes. 

With respect to firm representatives, all G20 members 
except for Canada foresee fines, though statutory max-
ima are substantially lower than for firms. Fifteen G20 
members threaten individuals with prison sentences, 
typically for grave, non-negligent violations. In the EU, 
such sanctions are delegated to the national legal re-
gimes of member states. Finally, China and Russia fore-
see mechanisms to demote or remove representatives 
from certain internal positions, such as director or data 
protection officer, for a certain period of time. 

Sources of fragmentation risk 
Regulatory heterogeneity with respect to sanction type 
or scale raises fragmentation risk through firms’ percep-
tions of liability risk. Especially when entering unfamiliar 
regulatory environments, firms must account for acci-
dental violations of the law and their potential conse-
quences. Firms may assess liability risks differently 
whether the threatened sanction type is the deletion of 
unlawfully acquired data, a fine, or the revocation of a 
business license. Heterogeneity in the scale of the sanc-
tion, such as the minimum or maximum fine, may fur-
ther alter perceptions of liability risk. Regulatory environ-
ments that include exceptional sanction types or sanc-
tion scales may be deemed less attractive by foreign 
data operators, hindering market entry. 

Individual liability, through sanction types that target 
firm representatives, further increases the perception of 
liability risk. Sanctions for senior executives can deter 
market entry if the same individuals are involved in mar-
ket entry decision-making processes. 

A final factor in firms’ perception of liability risk are dif-
ferences in the enforcement procedures in different ju-
risdictions. Firms’ perceived liability risk is influenced by 
who can initiate enforcement cases, whether firms can 
correct violations, and which authorities can issue 

sanctions. The G20 members’ enforcement procedures 
differ in all three dimensions. Regarding initiation, re-
gimes range from enable initiation only by the victims of 
violations, to including third-party initiation rights and 
class-action lawsuits. Regarding the “right to cure” vio-
lations, regimes differ regarding the possibility of react-
ing to warnings and reprimands, as well as correction 
timelines. Finally, in some regimes, regulators can issue 
fines themselves, while other regimes require adjudica-
tion in independent courts. 

International efforts to raise interoperability 
Sanctions are at the core of domestic legal regimes, in-
cluding for data protection violations. Trade agree-
ments, however, do not cover domestic sanction re-
gimes. 

In privacy conventions, enforcement and sanctions are 
covered from the perspective of cooperation, rather 
than interoperability. The Council of Europe’s Conven-
tion acknowledges the need to increase international 
enforcement co-operation among competent supervi-
sory authorities. The ASEAN Privacy Framework states 
that participants may undertake joint activities to 
strengthen cooperation and collaboration in personal 
data protection, including information sharing, capacity 
building, and joint research. The APEC Privacy Frame-
work contains a chapter on cross-border cooperation in 
investigation and enforcement. Finally, the OECD is cur-
rently reviewing its Recommendation on Cross-border 
Co-operation in the Enforcement of Laws Protecting Pri-
vacy. All these efforts are not designed to address het-
erogeneity in sanction regimes. 

Policy recommendations 
To counter fragmentation risk from data governance 
sanctions, the above analysis suggests two priorities for 
domestic regulators: 

1. Consider harmonising sanction types with those 
of major trading partners, to reduce firms’ per-
ceived liability risk from varying sanction re-
gimes. 

2. Provide safe harbours for small and medium-
sized enterprises to reduce relative liability risk. 
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The state of play in data governance rules in  
each G20 member 

 

The DPA Digital Digest Series 
Throughout 2023, the Digital Policy Alert has published a series of short publications on the G20 mem-
bers’ digital policy. For each country, the Digital Digest series provides a succinct overview of the digital 
policy and enforcement landscape. The series covers three major policy areas (data governance, con-
tent moderation and competition) as well as country-specific points of emphasis. We have updated 
the coverage of data governance policy in our Digest series (as of 1 October 2023) and attach it as an 
Annex to this report. 

This Annex enriches the systematic comparison above by providing readers with both context and 
additional information. The short description of the main policy developments in the past three years 
allows readers to understand the origin and context of the compared policies. The summary of en-
forcement highlights and secondary legislation showcases how the policies we compare are being 
developed and applied. 

In addition, the Annex provides room for information that was not systematically compared. Readers 
will find information on frameworks regarding non-personal data, for instance in China, where data 
classification into core, important, and general data poses a significant compliance challenge. The 
Annex also covers rules on cybersecurity, for example in India, which several providers of Virtual Pri-
vate Networks exited in view of stringent requirements. The Annex also summarises the domestic 
policy of the EU member states France, Germany, and Italy. 
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Argentina
Argentina, Latin America’s third-largest economy, is pri-
oritising its digital transformation. Argentina developed 
the Digital Agenda 2030 and engages in international 
cooperation on digitalisation. Aiming to close the digital 
divide in Argentina, the World Bank approved a USD 200 
million loan to expand connectivity, build data centres 
and train digital skills. By 2030, policies enabling digital 
technology use could contribute a potential annual eco-
nomic impact of up to USD 149 billion, according to Ac-
cess Partnership. 

Data protection  
Data protection in Argentina is governed by the 2000 
Law on Personal Data Protection. To collect and pro-
cess personal data in Argentina, data controllers must 
obtain data subjects’ informed consent, register with the 
National Registry of Personal Databases, and uphold 
principles, including lawfulness and purpose limitation. 
Data subjects have the rights to access, rectify and up-
date their data, among others, and cannot be compelled 
to provide sensitive personal data. In December 2022, 
Argentina expanded the definition of sensitive data to 
align with the Convention for the Protection of Individu-
als with Regard to Automatic Processing of Personal, 
ratified shortly before. Regarding cybersecurity, data 
controllers must implement technical and organisa-
tional measures to ensure data security and confidenti-
ality.  

The Congress is deliberating amendments to the Law, 
concerning the processing of minors’ data, data minimi-
sation and data protection by design, as well as data 
breach reporting (within 72 hours). In June 2023, an-
other Bill regulating minors’ data protection was intro-
duced, proposing restrictions on the collection, use, and 
transmission of certain data types, as well as separate 
data protection impact assessments. 

Data transfer/localisation 
Argentina mandates sectoral data localisation. Since 
February 2019, financial entities outsourcing infor-
mation technology services must store the original ac-
counting records and relevant files within Argentina. A 

proposal requiring providers of cloud services to the 
government to store the data locally failed to pass (re-
peatedly).  

The Law on Personal Data Protection allows data trans-
fers, which include cloud storage abroad, only to juris-
dictions providing an adequate level of data protection 
(with exceptions, e.g. international judicial cooperation 
and banking transfers). The government published a 
whitelist of accepted recipient countries, and approved 
Standard Contractual Clauses to enable transfers to 
other jurisdictions as well as Binding Corporate Rules 
for intra-group transfers. The currently proposed 
amendments to the Law would expand data transfer 
mechanisms, including through legally binding and en-
forceable instruments between public authorities, inter-
national agreements, contractual clauses, and certifica-
tion.  

Secondary legislation and enforcement  
In 2017, Argentina established the Agency for Access to 
Public Information (AAIP), which oversees data protec-
tion. The AAIP has since increased fines for violations 
and issued several pieces of secondary legislation, in-
cluding recommendations for video calling platforms 
and a guide on data protection impact assessments. In 
addition, the Central Bank adopted guidelines for cyber 
incident response and recovery, governance programs, 
and cybersecurity requirements for financial entities of 
systemic importance. 

Regarding enforcement, in August 2023, the AAIP 
opened an investigation into Worldcoin, specifically the 
practice of scanning faces and irises in exchange for 
payment. Since May 2023, as part of the Ibero-American 
Network for the Protection of Personal Data, Argentina 
is investigating the data processing practices of OpenA-
I's ChatGPT. In May 2021, the AAIP opened an investiga-
tion into the update of WhatsApp’s privacy policy, which 
was suspended due to competition concerns. In April 
2020, the AAIP fined Google ARS 280.000 (approx. USD 
982) for refusing to provide a data subject access to its 
personal data. 
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Australia
Australia strives to become a top 10 digital economy by 
2030, according to its Digital Economy Strategy. The 
Strategy foresees investments of AUD 1.5 billion (ap-
prox. USD 994 million) to build the foundation for grow-
ing the digital economy. The Australian Bureau of Statis-
tics estimates that digital activity, including digital ena-
bling infrastructure, digital media, and e-commerce, ac-
counted for 6.1 per cent of total economic value in 2021 
(AUD 118 billion, approx. USD 78.2 billion).  

Data protection  
Australia is currently deliberating the reform of the Pri-
vacy Act, the comprehensive personal information pro-
tection law that introduced the Australian Privacy Princi-
ples (APP). The reform would expand the definition of 
personal information to any information relating to an 
individual, introduce a Children’s Online Privacy Code, 
and create new data subject rights, e.g. to object. Since 
December 2022, the Privacy Act threatens higher penal-
ties, namely the highest of AUD 50 million (approx. USD 
33.1 million), three times the value of benefits obtained 
by the violation or 30 per cent of local turnover. A current 
proposal aims to enable “action initiation” in the Con-
sumer Data Right framework for sectoral data portabil-
ity. In 2021, the Attorney General proposed an online pri-
vacy code for online platforms and data brokers, which 
did not advance to date.  

In February 2023, a discussion paper suggested that the 
2023-2030 Cybersecurity Strategy should cover regula-
tory frameworks, international cooperation, and cyber-
security breach response, among other topics. In Octo-
ber 2022, following the large-scale Optus data breach, 
the government announced an amendment to the Tele-
communications Regulations 2021. The amendment 
would enable cooperation between telecommunica-
tions providers, financial institutions and state agencies 
to reduce cyber risks, including via personal information 
sharing.  

Data transfer/localisation 
Australia requires sectoral data localisation, e.g. regard-
ing health records. For data transfers, the Privacy Act 
demands entities to ensure that the receiver provides 
substantially similar personal information protection. 
The reform would establish transfer mechanisms, 

including adequacy, certification and standard contrac-
tual clauses, and require entities to inform subjects on 
what data is transferred and how it is protected. In addi-
tion, in December 2021, Australia signed an agreement 
with the United States (subject to legislative approval) to 
enable data transfers for the prosecution of serious 
crimes, e.g. terrorism and child sexual abuse. 

Secondary legislation and enforcement  
The Office of the Australian Information Commissioner 
(OAIC) is the main privacy enforcement agency and is-
sues secondary legislation, e.g. on the Australian Pri-
vacy Principles. In August 2023, the OAIC and other data 
privacy protection across the globe issued a joint state-
ment on the protection of personal data from unlawful 
data scraping. Complementing the OAIC, the Australian 
Competition and Consumer Commission (ACCC) co-
vers the intersection of information and consumer pro-
tection, while the Australian Communications and Me-
dia Authority (ACMA) oversees communications and 
media services. 

The OAIC pursues enforcement unilaterally and in coop-
eration with other agencies. In March 2023, the High 
Court revoked a special leave to appeal in the OAIC’s in-
vestigation against Facebook/Meta for disclosing Aus-
tralians’ personal information to Cambridge Analytica. In 
March 2023, the Administrative Appeals Tribunal con-
firmed the finding of the OIAC and the United Kingdom’s 
Information Commissioner’s Office that Clearview AI 
must cease the collection of Australians’ images and de-
lete existing images, for failing to obtain consent for col-
lecting sensitive information, among others. Currently, 
the OAIC is investigating the Optus data breach with the 
ACMA and the Latitude data breach with New Zealand’s 
Office of the Privacy Commissioner. In July 2023, the 
Federal Court, based on an ACCC lawsuit, fined Meta 
AUD 20 million (approx. USD 12.8 million) for failing to 
disclose user data collection in its Onavo app. In August 
2022, the Federal Court fined Google AUD 60 million (ap-
prox. USD 39.7 million) for misleading users on how to 
disable the collection of location data, in another ACCC 
case. Previously, in December 2022, the Federal Court 
dismissed a similar ACCC case regarding changes to 
Google’s privacy policy, denying the misleading of users 
to obtain consent. 
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Brazil
Brazil’s economy, the largest in South America, is digital-
ising. In the past 15 years, Brazil tripled the share of its 
population with Internet access and grew the share 
of digitally deliverable services of its services exports 
from 46% to 65%, according to the OECD. Brazil’s Digital 
Transformation Strategy identifies thematic axes to pro-
mote Brazil’s digitalisation, including infrastructure and 
access to technology, research and development, and 
trust in the digital economy. 

Data protection  
Brazil implemented the General Data Protection Law 
(LGPD) in 2021, following a grace period. The Law uni-
fies over 40 statutes governing personal data protection 
and establishes the national data protection authority 
(ANPD). The Law defines data controllers, processors 
and subjects and distinguishes different types of per-
sonal data. Data subjects are granted the rights to be 
informed and opt out of data processing, to access, rec-
tify and erase data, as well as to data portability. Data 
controllers must implement preventive, detective and 
responsive security measures against data breaches. 
They must report data breaches to the ANPD and af-
fected data subjects within a “reasonable” time, later 
specified to be two working days after obtaining 
knowledge of the incident. 

In 2022, a constitutional amendment enshrined per-
sonal data protection as a fundamental right in the Bra-
zilian constitution. Currently, specific privacy protec-
tions including rules for minors’ data processing, data 
access in research, consent-based data processing and 
data retention for criminal investigations are under con-
sideration in Brazil’s “fake news” law.  

Data transfer/localisation 
The LGPD allows the data transfers only to countries 
with an equivalent level of data protection. Mechanisms 
to establish equivalence include governmental ade-
quacy decisions, approved contractual clauses and 
binding corporate rules, as well as certification and au-
thorisation by the ANPD. Other justifications include 
consent and necessity regarding international legal co-
operation or compliance with legal or contractual obli-
gations. Since 2022, the ANPD is deliberating a data 
transfer regulation. Its consultation covered compliance 
obstacles and mechanisms as well as interoperability 
for contractual tools. In August 2023, the ANDP pub-
lished the draft regulation, outlining the process for the 
adoption of adequacy decisions, as well as 

requirements for standard contractual clauses and 
global corporate rules. 

In April 2023, Brazil enacted the Convention on Cyber-
crime. The Convention enables authorities conducting 
criminal investigations to request information from for-
eign governments to identify foreign domain owners 
and to request user information directly from foreign 
service providers. 

In August 2021, the government issued instructions 
concerning cloud service procurement for federal agen-
cies, requiring government data to be hosted in Brazil. 
Cloud service providers must store local copies of all 
government data. Classified data cannot be processed 
outside of Brazil. In 2020, a proposal demanding local 
storage of Brazilians’ personal data and prohibiting the 
use of cloud computing services storing data abroad 
was rejected. 

Secondary legislation and enforcement  
The ANPD has published regulations on administrative 
penalties and the inspections and sanctioning process, 
as well as guidance on cookies and data protection im-
pact reports. The ANDP is currently deliberating second-
ary legislation on the processing of minors’ data, the “le-
gitimate interest” legal basis, data security incident re-
porting, and "high-risk" personal data. 

In July 2023, the ANDP issued the first fine under the 
LGPD against Telekall (2 per cent of yearly revenues), for 
processing data without authorisation and failing to ap-
point a data protection officer. Since July 2023, the 
ANPD has been investigating whether Meta’s Threads 
platform data processing practices comply with the 
LGPD.  

In May 2022, the ANDP evaluated WhatsApp’s privacy 
policy with regard to the processing of sensitive data, 
the legal basis for data processing, and cybersecurity 
measures. Future evaluations were announced regard-
ing data sharing and transfers. Previously, WhatsApp 
postponed its new privacy policy in Brazil during negoti-
ations with government agencies. WhatsApp was tem-
porarily blocked three times in Brazil due to its previous 
refusal to intercept conversations for criminal investiga-
tions. 

In August 2022, Brazil’s consumer protection authority 
Senacon fined Facebook BRL 6.6 million (approx. USD 
1.3 million) for illegally sharing the data of approxi-
mately 443,000 Brazilians with Cambridge Analytica in 
2018. In addition, Senacon noted that the privacy policy 
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did not allow for such transfers, inform users and or es-
tablish appropriate data protection. 

In September 2023, a São Paulo court ruled that, by dis-
playing a partial image of the claimant’s face on Google 
Maps without her consent, Google had violated her per-
sonality rights. In March 2023, Brazil's Supreme 

Court denied compensation following a data leak con-
cerning the plaintiff’s name, birth date, address and ID 
number. The court denied compensation because the 
plaintiff did not prove "indemnifiable moral damage". 
This proof was required because the leak did not con-
cern sensitive data. 
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Canada
Canada's digital economy is growing rapidly. Digitally 
delivered services exports rose to CAD 39 billion in 
2020, up from CAD 31 billion in 2019 (USD 29 and 23 
billion respectively). Two out of three Canadian Dollars 
earned in service exports stem from digital deliv-
ery. Canada’s Digital Charter sets out human-centred 
principles for Canadian organisations to lead global in-
novation and embrace the benefits of the digital econ-
omy.  

Data protection  
Canada's data protection and cybersecurity regimes are 
based on the 2000 Personal Information Protection and 
Electronic Documents Act (PIPEDA), as well as certain 
provincial laws. The Digital Charter Implementation Act 
(2022), re-introduced by the Canadian government in 
June 2022, includes the Consumer Privacy Protection 
Act. The Act aims to replace the PIPEDA, expanding re-
quirements on entities collecting personal information 
for commercial purposes. For consent to be valid, the 
Act requires specific information on the purpose, ways 
and consequences of personal information collection, 
use or disclosure. The Act grants individuals the private 
right of action and the right to data mobility and dis-
posal. Regarding cybersecurity, the Act requires entities 
to establish physical, organisational, and technological 
safeguards that are proportionate to the sensitivity, 
quantity, format, and storage of the information. For 
non-compliance, maximum fines are 5% of revenue or 
CAD 25 million (approx. USD 18.5 million). Actions 
brought under the Consumer Privacy Protection Act un-
derlie the jurisdiction of a new specialised court that 
would be established by the Personal Information and 
Data Protection Tribunal Act. 

Also in June 2022, the government introduced the Criti-
cal Cyber Systems Protection Act. The Act would create 
a national regulatory cybersecurity framework for insti-
tutions and systems imperative to national security. The 
Act outlines obligations, including breach reporting, risk 
mitigation and third-party/supply chain risk evaluation. 
Furthermore, the Act empowers authorities to create 
binding Cyber Security Directions with specific 
measures to eliminate or reduce cyber threats.  

Data transfer/localisation 
PIPEDA does not differentiate between domestic and in-
ternational transfer of personal information. PIPEDA re-
quires organisations to use contractual or other means 
to provide a comparable level of protection while the in-
formation is being processed by a third party. The Office 
of the Privacy Commissioner of Canada (OPC) has is-
sued Guidelines for Processing Personal Data Across 
Borders. In addition, Canada accepts the Cross-Border 
Privacy Rules System (CBPR) of the Asia-Pacific Eco-
nomic Cooperation (APEC).  

Secondary legislation and enforcement  
In May 2023, the OPC and provincial authorities in Al-
berta, British Columbia and Québec announced an in-
vestigation into OpenAI’s practices on obtaining consent 
for the collection, use, and disclosure of personal infor-
mation. In February 2023, the same authorities jointly in-
itiated an investigation into TikTok, assessing the how 
TikTok obtains consent for the collection, use and dis-
closure of personal information and safeguards minors' 
personal information. In 2021, the same authorities or-
dered Clearview AI to cease offering its facial recogni-
tion services in Canada, stop collecting images from Ca-
nadian individuals and delete previously collected im-
ages and biometric facial arrays. 

In January 2023, the OPC found that Home Depot for-
warded customer information to Meta (for the "Offline 
Conversions" tool) without consent, despite explicit opt-
in consent being required. The OPC recommended that 
Home Depot discontinue the use of the tool, which it did 
in October 2022.In May 2023, the OPC appealed the Fed-
eral Court’s judgement dismissing the OPC’s claim 
against Facebook for sharing users' personal infor-
mation with third-party applications, leading to infor-
mation being disclosed to Cambridge Analytica. In Sep-
tember 2023, the Federal Court of Appeal upheld a 2021 
Federal Court ruling that PIPEDA applies to search en-
gine results, denying Google’s claims that search engine 
results are not commercial and should be subject to the 
journalism exception. 
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China
China boasts the world’s second largest digital econ-
omy, accounting for 41.5 percent of national GDP, ac-
cording to the Chinese government. In 2022, The digital 
economy grew by 10.3 percent, to RMB 50.2 trillion (ap-
prox. USD 7 trillion). China’s 14th five-year plan aims to 
increase the GDP share of core digital industries to 10 
percent by 2025. In parallel, China’s digital rulemaking is 
also mushrooming: The government advanced over 290 
policy developments since 2020 and announced rules 
on artificial intelligence and data in the 2023 legislative 
plan. 

Data protection  
China’s data governance regime is primarily governed 
by three[1] laws: The 2021 Personal Information Protec-
tion Law (PIPL), the 2021 Data Security Law (DSL) and 
the 2017 Cybersecurity Law (CSL). The CSL codified the 
data regime and was refined by the DSL (on cybersecu-
rity) and PIPL (on data protection). The laws apply sim-
ultaneously, with considerable overlap, and will be spec-
ified by the currently deliberated regulations on network 
data security. 

The CSL differentiates between measures for all “net-
work operators” and additional duties for “critical infor-
mation infrastructure” operators (CIIOs). Currently, the 
CSL is especially relevant for CIIOs, whose data, if com-
promised, could seriously endanger national security 
and welfare e.g. energy, water, and finance. The CSL re-
quires all operators to install security systems and cyber 
incident response plans and introduces the “Cybersecu-
rity Review” enforcement mechanism (see below). Spe-
cific obligations for CIIOs, outlined in implementing reg-
ulations, include annual cybersecurity inspections. A 
currently deliberated CSL amendment would increase 
fines. Since 2021, network operators and product pro-
viders are also required to promptly fix security vulnera-
bilities and report them to the Ministry of Industry and 
Information Technology within two days of discovery. 

The DSL establishes China’s three-tiered data regime, 
specified by implementing guidelines, to differentiate: 
(1) core data, which can seriously harm national security 
and cause particular harm to lifelines of the economy 
and social stability, if compromised, (2) important data, 
which can cause general harm to national security and 
serious harm to social stability and the public interest, if 
compromised, and (3) general data, which does not fall 
into either category. Classification is complex and will 
be facilitated by sectoral guidelines. For all data, the DSL 
demands the implementation of appropriate security 

management measures, cybersecurity training, and 
technical measures. Processors of important data must 
appoint a person responsible for cybersecurity and 
carry out regular risk assessments. To process core 
data, the DSL requires a “stricter management system”. 
In case of non-compliance, firms risk fines of up to RMB 
10 million (approx. USD 1.4 million) and shutdowns.  

The PIPL sets rules for the processing (“handling”) of 
personal information, excluding anonymised data, by 
private and public bodies. The PIPL lists legitimate ba-
ses for processing, including voluntary consent and con-
tractual necessity, but not legitimate interest. The PIPL 
codifies data subject rights, e.g. to access, correct, and 
delete data, as well as data processing obligations, e.g. 
to ensure data security and notify data breaches to au-
thorities and individuals (though without an explicit 
timeline). Processors are also required to carry out reg-
ular audits of their data protection compliance, the pro-
cedures for which are currently being drafted. Proces-
sors of sensitive personal information – including data 
on biometrics, religious beliefs, location, health and mi-
nors under 14 – must provide explanations on the ne-
cessity and impact of processing when obtaining con-
sent. Online platforms “with large numbers of users and 
complex business types” must further establish compli-
ance systems and enforce rules on third parties using 
their platforms. The maximum penalties for grave viola-
tions comprise 5% of annual yearly revenue and individ-
ual liability. 

Recently, China has made AI a regulatory priority, with a 
strong focus on data governance concerns. The govern-
ment has adopted three vertical regulations and is ex-
pected to develop legislation in the near future. Firstly, 
since August 2023, providers of generative artificial in-
telligence services are responsible for the legitimacy of 
training data, must obtain data subject consent for pro-
cessing personal data, and must enable the exercise of 
data subject rights. Secondly, rules on deep synthesis 
algorithms implemented in January 2023 explicitly sub-
ject algorithm training data sets to existing data protec-
tion rules and require the notification of individuals 
whose voices or images are manipulated. The Cyber-
space Administration of China (CAC) maintains a Do-
mestic Deep Synthesis Service Algorithm Filing List, to 
which it added generative AI applications in its second 
iteration, in September 2023. Thirdly, The 2022 regula-
tions on algorithm recommendation require firms that 
use algorithmic recommendation technologies to ena-
ble users to amend and delete user tags, as well as turn 
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recommendation off entirely. Currently, the government 
is deliberating regulations on facial recognition, the draft 
of which included a consent requirement and limits to 
where the technology can be deployed. 

Data transfer/localisation 
China imposes several local data storage requirements 
but enables data transfers through three mechanisms: 
security assessments, personal information protection 
certifications, and standard contracts. Sectoral localisa-
tion obligations apply, e.g. for data on banking, credit, 
health, vehicles and state secrets, as well as for online 
map services and taxi or bike rentals, while similar obli-
gations for entities in the business domain of the Peo-
ple’s Bank of China are under consultation. Cross-cut-
ting localisation requirements are enshrined in the CSL, 
DSL, and PIPL, with considerable overlap. In September 
2022, the CAC provided clarity by setting thresholds for 
mandatory security assessment – the strictest data 
transfer mechanism, which enables transfers in the 
presence of localisation obligations.  

The thresholds concern either the processor or the data 
to be transferred. Regarding the processor, assessment 
is mandatory for all transfers by CIIOs and by proces-
sors of over 1 million individuals’ personal information. 
Regarding the data, assessment is mandatory for the 
transfer of important information, personal information 
of over 100’000 individuals per year, and sensitive per-
sonal information of over 10’000 individuals per year. 
For transfers exceeding these thresholds, security as-
sessment is required since September 2022 (with a rec-
tification period until March 2023 for ongoing transfers). 
In the September 2023, the CAC consulted on draft reg-
ulations which would clarify that no assessment is re-
quired for data not explicitly classed as important. The 
same draft regulations also list further data transfer sit-
uations which do not require a transfer mechanism, in-
cluding personal information required for standard busi-
ness operations. The CAC has published guidance on 
the submission of security assessment declarations 
and recently started approving firms’ compliance, in-
cluding Jabil Electronics, Beijing Friendship Hospital, Air 
China, Mazda, Sephora and Focus.  

The other two mechanisms apply (alternatively) to 
transfers below the thresholds. The certification mech-
anism, explained in the CAC rules of implementation, de-
mands compliance with two “security specifications” on 
personal information security technology and cross-
border processing. The National Information Security 
Standardisation Technical Committee (TC260) is cur-
rently deliberating a proposal to turn the 

aforementioned specifications into a standard (“require-
ment”). Finally, standard contracts with cross-border re-
cipients are formally accepted since June 2023, as the 
measures for standard contracts entered into force, ac-
companied by CAC guidelines on filing standard con-
tracts. 

At the international level, data transfers caused tensions 
between China and the United States (US), regarding US 
authorities’ access to the audit data of Chinese compa-
nies listed on US exchanges. US authorities threatened 
to delist Chinese companies from US exchanges if they 
refused access based on Chinese law. In August 2022, 
a cooperation agreement granted inspection access to 
US authorities, resolving the dispute in December 2022. 
Since then, in March 2023, China established a new 
mechanism to facilitate regulatory cooperation on list-
ing rules. Also in March 2023, China implemented trial 
rules for overseas listing, which explicitly require com-
pliance with domestic data and cybersecurity rules to 
safeguard national security. 

Secondary legislation and enforcement  
Several Chinese government bodies enact secondary 
legislation, though two agencies are particularly active. 
The CAC, the main data regulator, regularly publishes 
regulations, recently on mobile internet applications and 
special network security products. The TC260 is respon-
sible for the development of technical cybersecurity 
standards, such as the May 2023 standard on critical in-
formation infrastructure and the proposed standard on 
artificial intelligence computing platform security. 
TC260 has also recently consulted on security stand-
ards for automated decision-making, statutory data pro-
tection supervision bodies, processing of important 
data, and payment services involving facial recognition, 
while adopting 18 cybersecurity standards in July 2023. 
Currently, several agencies are focusing on smart vehi-
cles, developing technical requirements and standards 
for autopilot data recording and mapping systems.  

In September 2023, China consulted on an amended 
version of its Law on Administrative Penalties for Public 
Security which create new cybersecurity and hacking-
related crimes. 

The CAC is China’s main enforcement agency in data 
governance. It is supported by several bodies, as de-
tailed in the June 2023 procedures on agencies’ jurisdic-
tion in data matters. For example, in September and 
February 2023, the Ministry of Industry and Information 
Technology publicly listed 23 and 46 apps, respectively, 
that infringed the PIPL and set deadlines for compli-
ance. In March 2023, China announced the 

https://digitalpolicyalert.org/change/6783
https://digitalpolicyalert.org/change/1157
https://digitalpolicyalert.org/change/6083
https://digitalpolicyalert.org/change/6014
https://digitalpolicyalert.org/change/6084
https://digitalpolicyalert.org/change/527
https://digitalpolicyalert.org/change/6082
https://digitalpolicyalert.org/change/6087
https://digitalpolicyalert.org/change/6089
https://digitalpolicyalert.org/change/6090
https://digitalpolicyalert.org/change/6563
https://digitalpolicyalert.org/change/6563
https://digitalpolicyalert.org/change/5680
https://digitalpolicyalert.org/change/487
https://digitalpolicyalert.org/change/1155
https://digitalpolicyalert.org/change/2896
https://digitalpolicyalert.org/change/2896
https://digitalpolicyalert.org/change/7225
https://digitalpolicyalert.org/change/7225
https://digitalpolicyalert.org/change/3372
https://digitalpolicyalert.org/change/6151
https://digitalpolicyalert.org/change/5645
https://digitalpolicyalert.org/change/5645
https://digitalpolicyalert.org/change/5649
https://digitalpolicyalert.org/change/5649
https://digitalpolicyalert.org/change/5650
https://digitalpolicyalert.org/change/3936
https://digitalpolicyalert.org/change/6100
https://digitalpolicyalert.org/change/2773
https://digitalpolicyalert.org/change/2773
https://digitalpolicyalert.org/change/5078
https://digitalpolicyalert.org/change/2806
https://digitalpolicyalert.org/change/5916
https://digitalpolicyalert.org/change/5916
https://digitalpolicyalert.org/threads/the-US-holding-foreign-companies-accountable-act
https://digitalpolicyalert.org/change/3315
https://digitalpolicyalert.org/change/3355
https://digitalpolicyalert.org/change/4223
https://digitalpolicyalert.org/change/3287
https://digitalpolicyalert.org/change/1779
https://digitalpolicyalert.org/change/1607
https://digitalpolicyalert.org/change/5614
https://digitalpolicyalert.org/change/3779
https://digitalpolicyalert.org/change/3779
https://digitalpolicyalert.org/change/3865
https://digitalpolicyalert.org/change/3865
https://digitalpolicyalert.org/change/5989
https://digitalpolicyalert.org/change/6906
https://digitalpolicyalert.org/change/6952
https://digitalpolicyalert.org/change/6952
https://digitalpolicyalert.org/change/6961
https://digitalpolicyalert.org/change/6961
https://digitalpolicyalert.org/change/6625
https://digitalpolicyalert.org/change/5608
https://digitalpolicyalert.org/change/5609
https://digitalpolicyalert.org/change/4914
https://digitalpolicyalert.org/change/7017
https://digitalpolicyalert.org/change/7017
https://digitalpolicyalert.org/change/3430
https://digitalpolicyalert.org/change/7227
https://digitalpolicyalert.org/change/4632


30 

establishment of a National Data Bureau to advance a 
“Digital China” and the digital economy, including by co-
ordinating the use and sharing of data resources. 

The CAC cybersecurity review is the sharpest enforce-
ment mechanism in China’s data regime, threatening 
halts to products and services as well as fines of 1-10 
times their purchase price. Introduced by the CSL, the 
review’s original scope comprised CIIOs who purchased 
network products or services that can affect national se-
curity, e.g. through infrastructure disruptions or large 
leaks. In 2022, the CAC expanded the scope to cover 
network platform operators whose processing can af-
fect national security and operators with over 1 million 
users that want to list on a foreign exchange. While all 
in-scope entities must apply for cybersecurity reviews, 
the CAC can independently initiate reviews of other net-
work products, services, or processing activities that 
could affect national security. 

In September 2023, the CAC imposed a RMB 50 million 
penalty on academic database China National 

Knowledge Infrastructure as a result of a personal infor-
mation protection investigation which was initiated due 
to a June 2022 cybersecurity review. In May 2023, the 
cybersecurity review of Micron, a US semiconductor 
manufacturing company, found that the sub-standard 
network security could negatively impact national secu-
rity and CIIOs should cease purchasing Micron prod-
ucts. In January 2023, the CAC concluded its review of 
Didi, a local ride-hailing company, and lifted the previous 
restriction on new user registration. In July 2022, the 
CAC imposed the restriction and a fine of RMB 8 billion 
(approx. USD 1.1 billion) due to excessive customer data 
collection and improper user notification, among others. 
The review began in June 2021, shortly after Didi listed 
in the US (where it delisted in June 2022), and included 
a ban of Didi’s services from Chinese app stores. The 
CAC also launched reviews into online recruitment plat-
form Boss Zhipin, and trucking platforms Yunmanman 
and Huochebang, halting new user registrations. 
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European Union 
In digital policy, the European Union (EU) is a leading 
global force. Having created a global benchmark for 
data protection with its General Data Protection Regula-
tion, the EU is reaching into new policy areas with the 
Digital Markets Act, Digital Services Act and the Artificial 
Intelligence (AI) Act. 

Data protection  
Since May 2018, the General Data Protection Regulation 
(GDPR) governs the processing and transfer of per-
sonal. The seminal regulation, which set global data pro-
tection standards, establishes data subject rights and 
enumerates six legal bases for data processing, among 
others.  

In 2020, the European Commission presented the Euro-
pean Strategy for Data, to create a "single market for 
data". The Data Governance Act, implemented in Sep-
tember 2023, aims to facilitate data sharing and in-
crease data availability. The Act forms mechanisms for 
the reuse of public sector data, requires data intermedi-
aries to enable data sharing and establishes common 
"European data spaces", including in health and finance. 
In August 2023, the Commission adopted common 
logos to identify data intermediaries and “data altruism 
organisations”. 

The Data Act, on which the Council of the European Un-
ion and the Parliament reached a provisional agree-
ment in June 2023, regulates the sharing of data gener-
ated by connected devices. The Act requires Internet of 
Things providers to enable data access, sharing, and 
portability. In addition, the Data Act aims to prevent con-
tractual imbalances in data-sharing contracts, enable 
public sector access to private sector data and require 
interoperability for data-processing services. 

Data governance rules appear in other landmark EU 
Acts. Currently, the European Commission is in the pro-
cess of adopting rules on data access under the Digital 
Services Act. The AI Act, on which the European Parlia-
ment adopted its position in May 2023, prohibits certain 
(e.g. biometric) AI categorisation systems from using 
sensitive data, among others.  

In December 2020, the European Commission issued 
the Cybersecurity Strategy along with two Directives 
that will be implemented in October 2024. The Critical 
Entities Resilience Directive requires Member States to 
identify "critical entities" that must carry out a risk as-
sessment, implement preventive, detective and respon-
sive measures to mitigate security risks and notify au-
thorities of significant incidents and threats. In July 

2023, the European Commission adopted the list of crit-
ical sectors, including the digital infrastructure sector, 
e.g. internet exchange points, cloud computing and data 
centres. The Network and Information Security Directive 
(NIS2) requires "essential" and "important" entities to im-
plement cybersecurity risk management measures, 
such as cryptography and encryption, and report inci-
dents with cross-border impact within 24 hours. In addi-
tion, in January 2025, the Digital Operational Resilience 
Act (DORA) will be implemented. The Act lays down uni-
form obligations regarding security, risk management, 
monitoring and data sharing for ICT and network sys-
tems in financial activities. Furthermore, the European 
Union Agency for Cybersecurity, has issued guidelines 
clarifying obligations, including a Methodology for Sec-
toral Cybersecurity Assessments, as well as reports cy-
bersecurity for AI and 5G networks, among others. 

Currently, the EU is deliberating the Cyber Resilience Act, 
to establish mandatory cybersecurity requirements for 
products with digital components, and the Cyber Soli-
darity Act, to strengthen EU cybersecurity response ca-
pacities via a European Cybersecurity Shield and a 
Cyber Emergency Mechanism.  

Data transfer/localisation 
The GDPR establishes conditions for data transfers, al-
lowing transfers based on adequacy decisions and ap-
propriate safeguards, with certain derogations, e.g. con-
sent. Since 2021, the EU facilitated data transfers 
through adequacy decisions, e.g. with South Korea and 
Japan, standard contractual clauses, and guidance, e.g. 
on data transfer certification.  

In July 2020, the Court of Justice of the European Union 
(CJEU) invalidated the US-EU Privacy Shield, mainly due 
to US intelligence services' access to EU user data. In 
March 2022, the countries reached an agreement in 
principle on a Data Privacy Framework. In October 2022, 
the US adopted an Executive Order on Enhancing Safe-
guards for United States Signals Intelligence Activities. 
In July 2023, the Commission adopted an adequacy de-
cision enabling transfers to the US. The framework es-
tablishes principles for signals intelligence activities as 
well as a redress mechanism for individuals in certain 
jurisdictions whose information is collected and pro-
cessed.  

Secondary legislation and enforcement  
Data protection rules are enforced by national supervi-
sory authorities. In 2023, the Commission proposed 
a Regulation on Procedural Rules to coordinate GDPR 
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enforcement in cross-border cases. Also, in 2023, the 
European Data Protection Board (EDPB) launched the 
second yearly Coordinated Enforcement Action, con-
cerning Data Protection Officers and established a 
ChatGPT task force. The EDPB can issue binding deci-
sions on disputed cases with cross-border effects. Re-
cently, the EDPB issued a binding decision a case by Ire-
land's Data Protection Commission (DPC) regarding Tik-
Tok's processing of children's personal data and age ver-
ification measures for children under 13. 

At the national level, the DPC is often central to GDPR 
enforcement, since most large technology firms reside 
in Ireland. In May 2023, the DPC imposed a EUR 1.2 bil-
lion fine on Meta and required it to suspend personal 
data transfers to the United States (under appeal). The 
DPC, following the EDPB’s binding decision, found that 
Meta’s standard contractual clauses did not provide suf-
ficient safeguards to protect data subjects' fundamental 

rights and freedoms. In January 2022, the DPC fined 
Meta EUR 5.5 million because WhatsApp obliged users 
to agree to its updated Terms of Service as a condition 
to use its services. The DPC ruled that Whatsapp could 
not rely on "contractual necessity" as a legal basis and 
was instead forcing users to consent. In December 
2022, the DPC fined Meta because its "contractual ne-
cessity" legal basis was insufficient for the data pro-
cessing on Instagram (EUR 180 million) and Face-
book (EUR 210 million). In April 2023, Meta switched to 
the legal basis of "legitimate interest".  

In July 2023, in a case brought by the German competi-
tion authority, the CJEU ruled that competition authori-
ties can take firms’ data protection compliance into ac-
count in cases regarding abuse of dominance (specifi-
cally, regarding data combination). In addition, the CJEU 
noted that "legitimate interest" should not override data 
subject rights in advertisement contexts. 
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France
France, the European Union's second-largest economy, 
boasts over 40 million e-consumers. Online purchases 
comprised EUR 103.4 billion in 2019, an 11.6% year-on-
year increase. Still, France is considered one of the 
OECD countries whose business productivity can gain 
the most from the adoption of digital technologies. 
Hence, the digital transition is at the core of France's 
EUR 100 billion recovery plan and EUR 54 billion invest-
ment plan until 2030. 

Data protection  
As a member of the European Union, the General Data 
Protection Regulation (GDPR) applies in France. The 
French National Commission on Informatics and Liberty 
(CNIL) rigorously enforces the GDPR and has published 
compliance guidance for providers of mobile applica-
tions, application programming interfaces, digital pay-
ments, Application Programming Interfaces (APIs), 
among others. CNIL also focused on cookies, publishing 
guidelines on cookie walls and revising its guidelines on 
consent requirements for online cookies. Further, CNIL 
has recently consulted on draft guidelines on the secu-
rity of critical personal data processing activities, open 
data, and the mobile applications ecosystem. In Janu-
ary 2023, CNIL announced the creation of a unit on arti-
ficial intelligence (AI) to study the functioning of AI algo-
rithms and identify privacy risks, and published an AI ac-
tion plan in May 2023.  

Besides data protection, the amended French Code of 
Consumers will introduce a cybersecurity audit require-
ment in October 2023. Operators of "online platforms” 
must be audited by licensed auditors and present the re-
sults to consumers in a “comprehensible format”.  

Data transfer/localisation 
Before the EU adopted an adequacy decision for the 
United States, following negotiations on the Data Pri-
vacy Framework, CNIL led efforts to implement the in-
validation of the EU-US Privacy Shield. The agency 
promptly issued a methodology for data controllers to 
define an action plan and conduct risk assessments on 

data transfers outside the EU. In 2022, CNIL ordered 
French websites to stop using Google Analytics due to 
the lack of sufficient additional safeguards that would 
prevent US intelligence services from accessing trans-
ferred data. Subsequently, CNIL published guidelines on 
preventing data transfers through Google Analytics, not-
ing that contractual clauses and IP address processing 
criteria alteration are insufficient to justify data transfers 
to the US.  

Enforcement  
CNIL enforcement emphasises the use of cookies and 
user consent, as evidenced by two dedicated cam-
paigns. In June 2023, CNIL imposed a EUR 40 million 
fine on advertising company CRITEO for failing to obtain 
the consent of individuals for behavioural targeting in 
personal advertising (under appeal). In 2021, CNIL fined 
Google EUR 150 million for making it more difficult to 
refuse than to accept cookies. CNIL lifted an injunction 
against Google in July 2023, following the addition of an 
“only allow essential cookies” button. In 2020, CNIL fined 
Google EUR 100 million for placing cookies on 
“Google.fr” without obtaining user consent, informing 
users and enabling users to remove cookies. CNIL also 
fined Facebook EUR 60 million, Microsoft (Bing) EUR 60 
million, Amazon 35 million and TikTok EUR 5 million for 
similar infringements.  

In December 2022, CNIL fined Apple EUR 8 million for 
saving advertising identifiers in its App Store without 
user consent and complicating the deactivation of tar-
geting. On the same day, CNIL fined gaming developer 
VOODOO EUR 3 million for monitoring users without 
consent.  

In May 2023, CNIL ordered facial recognition company 
Clearview AI to pay EUR 5.2 million for not complying 
with a previous order to cease processing data of users 
in France and respond to data subject requests. In Oc-
tober 2022, CNIL fined Clearview EUR 20 million for col-
lecting data without an appropriate legal basis and fail-
ing to respond to data access and erasure requests. 
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Germany
Germany is headed towards a EUR 200 billion digital 
economy, according to digital association Bitkom. The 
digital economy’s yearly growth rate of 3.8 percent is ex-
pected to rise to 6.3 percent, a development aided by 
government investment. Germany’s Recovery and Resil-
ience Plan allocates over half of the EUR 26.5 billion 
budget to digitalisation. Germany’s Digital Strategy for 
2022-2025 sets 18 lighthouse projects to advance do-
mestic digitalisation and strives for artificial intelligence, 
microchips and quantum computing “made in Ger-
many”. 

Data protection  
The European Union (EU)’s General Data Protection Reg-
ulation (GDPR) applies in Germany. The amended Fed-
eral Data Protection Act aligns domestic law with the 
GDPR and specifies obligations for private bodies.  

Since December 2021, the Telecommunications-Tele-
media Data Protection Act (TTDSG) imposes a duty of 
confidentiality on telecommunications and telemedia 
providers concerning user communications, caller IDs 
and end-user directories. The TTDSG further imposes 
validity requirements for consent, which must be in-
formed and unambiguously expressed. The amended 
Telecommunications Act, implemented simultaneously, 
requires consent for the use of non-essential cookies 
and similar tracking technologies and expands the duty 
of confidentiality in communications to traffic and loca-
tion data. In February 2023, the constitutional court in-
validated a provision requiring traffic and location data 
retention for law enforcement purposes without 
cause. Recently, the Federal Commissioner for Data 
Protection and Freedom of Information recently pub-
lished a paper on telecommunications providers’ risk-
based security measures and authentication of users, 
as well as a report on data protection in the telecommu-
nications industry. 

Since May 2021, the amended IT Security Act requires 
providers of critical infrastructure to implement preven-
tive cyber resilience measures. The government can 
prohibit the use of foreign-made critical infrastructure 
components that pose a risk to public security. In addi-
tion, the Federal Office for Information Security can de-
mand organisational and technical changes to the cy-
bersecurity systems of telecommunications and tele-
media providers. Finally, the Act introduces a voluntary 
cybersecurity label. Previously, the Federal Office for In-
formation Security issued guidance on cybersecurity in 

the automotive sector, with a focus on automation and 
artificial intelligence. 

In August 2023, the Ministry of Health announced a 
Health Data Use Act (GDNG), aiming to establish a 
framework to make health data available for public wel-
fare research and prohibiting the use of health data for 
commercial purposes. 

Data transfer/localisation 
German authorities actively weighed in on the now-con-
cluded negotiations on the Data Privacy Framework be-
tween the EU and the United States (US), following the 
invalidation of the Privacy Shield in 2020. In February 
2023, the federal data protection authority echoed con-
cerns voiced by the European Data Protection Board re-
garding mass data collection in the US. The regional 
data protection authority of Baden-Wuerttemberg ques-
tioned EU citizens’ ability to pursue legal action under 
the US Executive Order On Enhancing Safeguards For 
United States Signals Intelligence Activities and scruti-
nised its complaint mechanism in view of unclear stand-
ards, limited information and judicial independence. Still, 
in February 2023, the German competition authority 
ruled that a procurement award to a German subsidiary 
of a US parent company could not be challenged be-
cause of potential data transfers. Finally, regional au-
thorities issued guidelines on data transfers, most re-
cently the Bavarian State Commissioner for Data Pro-
tection, in May 2023. 

Secondary legislation and enforcement  
Several government bodies and agencies issue second-
ary legislation and pursue enforcement. The federal gov-
ernment issues secondary legislation, e.g. on cyberat-
tacks for critical infrastructure providers, energy provid-
ers and auditing firms, and preventive security require-
ments for healthcare applications. Enforcement is di-
vided between the federal data protection authority, 
which covers public bodies, postal services and tele-
communication providers, and the 16 regional authori-
ties that oversee private entities. The federal and re-
gional authorities convene as the Conference of the 
Data Protection Authorities (DSK) to conduct coordi-
nated enforcement action and issue non-binding guide-
lines. The DSK has issued guidance on sovereign 
clouds, website subscription models, data collection 
practices in e-commerce and encryption requirements 
for emails, among others. Currently, the government is 
establishing a data institute to coordinate the availability 
and standardisation of data. 
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Enforcement action on salient issues is often coordi-
nated. A coordinated action launched in April 2023 scru-
tinises OpenAI/ChatGPT's data processing. Several au-
thorities requested information, including Rheinland-Pa-
latinate, Baden-Württemberg, Hessen and North Rhine-
Westphalia, which referenced a DSK investigation (due 
to the importance of the application). Previously, the 
DSK investigated third-country access to companies’ 
personal data and Microsoft 365 products, raising con-
cerns regarding transparency and data transfers. A co-
ordinated inquiry into EU-US data transfers raised ques-
tions regarding data transfers, hosting, web-tracking 
and internal data sharing.  

At the regional level, since 2022, several cases specified 
the reach of data protection on commonplace online 
functionalities. In Hesse, the data protection authority 

issued a notice on cloud-based writing support in web 
browsers, noting that such tools could illegally transfer 
personal data to the browser provider. In Bavaria, a court 
declared the use of Google Fonts on websites illegal due 
to the transmission of dynamic IP addresses without ex-
plicit consent and legitimate basis. Hamburg’s data pro-
tection authority notified Google’s cookie banners’ non-
compliance because the button for acceptance was 
larger and required a click less than for rejection. A Mu-
nich court similarly ruled that user consent was not ob-
tained freely because the cookie banner rendered opting 
out more burdensome. Finally, in April 2022, the Court 
of Justice of the European Union preliminarily ruled that 
consumer protection associations can independently 
initiate legal proceedings for data protection violations, 
based on German domestic law (without preclusion by 
the GDPR).  
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India
India holds the G20 presidency, is a sought geopolitical 
ally and boasts a resourceful domestic ecosystem to es-
tablish itself as a leading digital economy. A December 
2022 report by the Reserve Bank of India (RBI) esti-
mates that India’s core digital economy’s Gross Value 
Addition increased from 5.4% in 2014 to 8.5% in 2019, 
growing 2.4 times faster than its analogue counterpart. 
India’s digital economy boasts a growing user base of 
over 800 million internet users, over 107 unicorns and 
over 1.3 billion digital identities. India thus has a signifi-
cant stake in the global digital economy that is subject 
to the risk of digital fragmentation. 

Data protection  
In August 2023, India adopted its comprehensive data 
protection law, the Digital Personal Data Protection Act, 
after several attempts. The government is yet to deter-
mine the date of implementation and issue regulations 
to clarify obligations. The Act covers all “personal data” 
that can be used to identify an individual. The Act re-
quires “data fiduciaries” to notify their processing and 
base it on either consent or an enumerated list of legiti-
mate uses, e.g. fulfilling legal obligations. “Data princi-
pals (data subjects) are granted rights including the 
right to access, correct, and delete data. Regarding mi-
nors’ data, data fiduciaries must obtain parental con-
sent and cannot process data in a way that could harm 
well-being, including behavioural monitoring or targeted 
advertising. “Significant data fiduciaries”, to be desig-
nated by the government, will be obliged to conduct risk 
assessments and audits, and appoint local representa-
tives. 

Data transfer/localisation 
In August 2022, India expanded its Companies (Ac-
counts) Rules of 2014 to require that electronic ac-
counting information be stored on servers located in In-
dia. The expanded rules are the most recent of several 
data localisation requirements implemented by sectoral 
regulators. The Indian Computer Emergency Response 
Team’s Cybersecurity Directive requires all private and 
public organisations to store their ICT systems 

logs locally for at least 180 days. The Department of Sci-
ence & Technology stipulates that geospatial data must 
be stored and processed on servers or cloud services 
physically located in India. Financial sector data is 
treated most restrictively. The Security and Exchange 
Board of India advises financial service providers gener-
ally to store critical financial activity data and client per-
sonal information locally. The Reserve Bank of India re-
quires digital lenders and payment providers to store 
the entire data relating to payment systems and their 
transactions in India. Likewise, all information about in-
surance policies issued and claims made in India must 
be stored in local data centres. 

The Digital Personal Data Protection Act will allow data 
transfers, except to specific countries to be listed by the 
government (blacklist). Until the Act is implemented, the 
transfers of personal data and other information, such 
as programs, codes, software, databases, is allowed if 
(1) it complies with the data protection standards man-
dated in Information Technology Rules, (2) it is essential 
for fulfilling a contract, or (3) the data subject has con-
sented to the transfer.  

Secondary legislation and enforcement  
The Digital Personal Data Protection Act will establish 
the “Data Protection Board”, which will be charged with 
enforcement (but won’t issue regulations). The Board 
will be empowered to impose penalties ranging from Rs 
10,000 (approx. USD 120) to Rs 250 crore (approx. USD 
30.2 million) and can recommend the government to 
block data fiduciaries’ operations.  

Currently, the enforcement of data governance rules is 
under the purview of the Ministry of Electronics and In-
formation Technology (MEITY). MEITY has repeat-
edly banned foreign apps due to unauthorised data col-
lection and cross-border transfers “to ensure the safety, 
security and sovereignty of the Indian cyberspace”. Un-
der the objective of cyberspace safety, India was the 
first major economy to ban a series of Chinese apps, in-
cluding TikTok, in the wake of a border dispute between 
the two countries. 
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Indonesia
Indonesia is one of the world’s biggest and fastest-
growing internet markets. Google, Temasek and Bain 
estimate that the value of Indonesia’s digital economy 
grew from USD 41 billion in 2019 to USD 77 billion in 
2022 and will reach USD 130 billion by 2025. In 2021, 
Indonesia accounted for approx. 42 per cent of ASEAN’s 
digital economy, according to ERIA. Indonesia boasts 
the third-largest number of Facebook users and fea-
tures in the top ten countries in terms of YouTube, Tik-
Tok, Twitter, Instagram, and WhatsApp user numbers. 

Data protection  
In October 2024, Indonesia’s comprehensive Personal 
Data Protection Bill enters into force, replacing a patch-
work of data governance rules. The Bill establishes data 
subject rights, including access, rectification and dele-
tion, as well as principles and obligations for data pro-
cessing. Controllers must have a legal basis for data 
processing, e.g. consent and contractual necessity, im-
plement preventive, detective, and responsive cyberse-
curity measures, and report data breaches to authorities 
within 72 hours. The Bill differentiates between general 
and “specific” personal data, including biometric, ge-
netic, economic and children’s data. The Bill defines 
high-risk data processing activities, including automatic 
decision-making, and large-scale data processing, for 
which it requires data protection impact assessments. 
Controllers whose core activities involve regular and 
systemic large-scale data monitoring or large-scale pro-
cessing of specific personal data must nominate data 
protection officers, which must hold specific competen-
cies and qualifications. Administrative fines for 
breaches of data protection rules can reach 2 per cent 
of annual revenue. In addition, the Bill establishes crimi-
nal liability for intentionally unlawfully obtaining, disclos-
ing or falsifying personal data, with maximum punish-
ments of up to six years of prison or fines of IDR 6 billion 
(approx. USD 392 million). Since August 2023, the gov-
ernment is deliberating draft implementing regulations, 
having won several legal challenges regarding the law’s 
applicability to small businesses and exemptions for na-
tional security and defence purposes. 

Until the Personal Data Protection Bill enters into force, 
several obligations enshrined in various policies apply. 
The 2008 Law Regarding Electronic Information and 
Transactions (ITE Law) established cybersecurity re-
quirements, required consent for data use and de-
manded the deletion of electronic information that is no 
longer relevant. Additional requirements apply to “Elec-
tronic System Operators” (ESOs), entities providing, 

managing, or operating electronic systems for use by 
others. Regulation 20/2016 set out personal data pro-
tection principles for ESOs, including, the prerequisite of 
individual consent for data collection, processing, and 
dissemination. Regulation 71/2019 further enshrined 
the consent principle, detailed requirements regarding 
the deletion of information, and set out obligations re-
garding the integrity and privacy of electronic infor-
mation. In addition, the mandatory registration require-
ment (see below) requires ESOs to provide details on the 
types of data they process and their data protection 
practices. Further sectoral data governance rules apply 
to e-commerce providers, which must retain certain 
types of data but also provide users with a right to dele-
tion.  

Data transfer/localisation 
Indonesia mandates sectoral data localisation. Public 
ESOs must store data within the country. The require-
ment for private ESOs was loosened, though they must 
remain subject to supervision by Indonesian authorities 
and grant data access, for which they must nominate a 
local representative. Other sectoral data localisation ob-
ligations apply to the banking sector and providers of 
electronic certification and digital signatures, while e-
commerce providers must obtain authorisation from 
the Ministry of Trade for data transfers. 

Indonesia currently requires data transferors to coordi-
nate with the Ministry of Communications and Informat-
ics (Kominfo) before and after transfers. Transferors 
must submit an implementation plan and report, speci-
fying the purpose and result of the transfer, respectively. 
Once implemented, the Personal Data Protection Bill will 
allow data transfers if (1) the recipient country has an 
equivalent or higher level of data protection (though no 
whitelist was issued to date), (2) the transferor enters 
into a binding contract with the recipient stipulating ad-
equate levels of protection, or (3) the data subject con-
sents to the transfers. The August 2023 draft imple-
menting regulations provide further details on the trans-
fer mechanisms, including listing recognised forms of 
adequate protection and circumscribing the scope of 
consent as a valid transfer mechanism. 

Secondary legislation and enforcement  
Currently, Kominfo is responsible for the supervision 
and enforcement of data protection rules and can im-
pose administrative sanctions, including warnings, 
fines, suspensions, blockings and deregistrations. In 
2022, Kominfo consulted on regulations concerning 
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sanctioning procedures. The Personal Data Protection 
Bill foresees the establishment of a data protection au-
thority for which implementing regulations are report-
edly being drafted. The authority will formulate second-
ary legislation, carry out investigations and impose 
sanctions.  

In view of several prominent cyberattacks in Indonesia, 
Kominfo’s enforcement focuses on cybersecurity. In No-
vember 2022, Kominfo announced five cybersecurity 

investigations. Previously, Kominfo investigated a range 
of data breaches concerning power and telecommuni-
cations providers, a recruitment website, a life insurance 
company, a financial services platform and an e-com-
merce platform. Beyond cybersecurity, Kominfo issued 
a warning regarding data misuse, announced a cooper-
ation to investigate the misuse of minors’ personal data, 
and requested that WhatsApp and Facebook update 
and clarify their privacy policies to improve compliance 
with data protection rules. 
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Italy
Italy’s digital economy accounts for 4.3 per cent of GDP 
and counts over 50 million users. Italy devotes 25.1 per 
cent (EUR 48 billion) of its Recovery and Resilience Plan, 
the largest in the European Union, to its digital transition. 
According to the EU’s Digital Economy and Society In-
dex, between 2017 and 2022 Italy’s digitalisation grew 
faster than any other EU country’s. In 2022, the value of 
Italy’s cloud market exceeded EUR 4.5 billion and grew 
by 18 per cent, according to the Polytechnic University 
of Milan.  

Data protection  
Italy implemented the General Data Protection Regula-
tion of the European Union (EU) in 2018, which is en-
forced by the meticulous data protection authority 
(Garante). The Garante has issued a body of secondary 
legislation, covering both general GDPR implementation 
and specific topics, e.g. cookies and tracking tools and 
data processing certification. 

Since 2020, Italy has established a cybersecurity regime 
(“perimeter”) for providers of ICT goods deemed “essen-
tial” national infrastructure, specified by several imple-
menting decrees. The perimeter applies to systems con-
sidered essential according to three criteria: the territo-
rial scope of their function, the potential consequences 
of cybersecurity compromises, and incident mitigation 
possibilities. In-scope providers must share a compre-
hensive list of their critical assets with authorities and 
conduct risk assessments. Depending on cyber incident 
criticality, providers are subject to different timelines re-
garding both the implementation of appropriate security 
responses and incident notification. Finally, the decrees 
outline certification and evaluation procedures. In 2021, 
Italy established its national cybersecurity agency and 
outlined its organisational structure by decree. In 2022, 
in view of Russia’s invasion of Ukraine, Italy enhanced 
public bodies’ cybersecurity measures, suggested tech-
nical and organisational mitigation measures for ICT in-
frastructures connected with Ukrainian cyberspace and 
launched an investigation into the Kaspersky antivirus 
software. 

Data transfer/localisation 
The Garante has recently scrutinised data transfers to 
both the United States and China. Before the EU granted 
the United States adequacy under the Data Privacy 
Framework in July 2023, enabling transatlantic data 
transfers, the Garante raised concerns about the frame-
work. In June 2022, the Garante concluded that Italian 
websites using Google Analytics transferred user data, 

including IP addresses and activity, to the United States 
without appropriate safeguards under the GDPR. Re-
garding transfers to China, in June 2023, the Garante 
opened an investigation into TikTok regarding both data 
transfers and the Chinese government’s access to Ital-
ian users’ data.  

Secondary legislation and enforcement  
The Garante’s enforcement has focused on novel artifi-
cial intelligence (AI) applications as well as data sub-
jects’ consent. In April 2023, the Garante temporarily 
blocked and then reinstated ChatGPT, following 
measures by OpenAI to comply with demands. OpenAI 
published a notice including information on data use 
and processing for AI training, granted EU users the right 
to opt out and request the deletion of inaccurate infor-
mation, and implemented age verification mechanisms, 
among other measures. In February 2023, the Garante 
blocked the Replika chatbot due to risks to children, 
through inappropriate replies and insufficient age verifi-
cation. In March 2022, the Garante fined Clearview AI 
EUR 20 million (the maximum penalty), for applying bio-
metric monitoring to individuals in Italy without an ap-
propriate legal basis. Clearview was ordered to stop col-
lecting and erase data of individuals in Italy as well as 
designate an EU representative. 

User consent is a central topic in the Garante’s recent 
enforcement. In 2022, The Garante fined Alpha Explora-
tion, owner of social media app Clubhouse, EUR 2 mil-
lion for storing user data without consent, among oth-
ers. Also in 2022, the Garante fined Uber EUR 4.2 million 
for processing user data without explicit consent, 
among others. The Garante further issued a formal 
warning to TikTok following changes to its privacy policy 
that enabled user profiling for personalised advertise-
ments based on the "legitimate interest" legal basis. The 
Garante warned TikTok that personal data stored on 
user devices cannot be processed for profiling without 
explicit consent. Currently, the Garante is investigating 
websites’ use of cookie walls to obtain consent as well 
as Pornhub’s user tracking and profiling systems.  

The Italian competition authority has also focused on 
consent to address consumer protection concerns. In 
October 2022, the Administrative Court of Lazio rejected 
Google’s appeal against the authority’s EUR 10 million 
fine, for not adequately informing users on its data col-
lection and use for commercial purposes and “pre-set-
ting consumer consent". In 2021, in similar cases, the 
authority fined Apple EUR 10 million and Facebook EUR 
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7 million (in addition to a 2018 EUR 10 million fine). In 
April 2023, the authority opened an investigation to scru-
tinise, among others, whether Apple’s consent request 
prompts complicate denying consent by design. Previ-
ously, the authority launched an investigation into 

Google, Apple and Dropbox for, among others, not ade-
quately informing users of their cloud computing ser-
vices about commercial data collection and use before 
they gave consent. 
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Japan
On the international stage, the Japanese government 
actively advocates the opportunities from digital trade 
and emphasises the pitfalls of digital fragmentation. As 
part of its presidency this year, the Japanese govern-
ment aims to promote free data flows within the 
G7 through increased interoperability of national data 
protection frameworks – a priority ever since the late 
president Shinzo Abe launched the Data Free Flow With 
Trust framework in 2019. For years, Japan has sought 
to maintain an open internet through its efforts at the 
World Trade Organization and preferential trade agree-
ments. 

Data protection  
In April 2022, substantial amendments to the Act on 
the Protection of Personal Information (APPI) were im-
plemented. The amended APPI now covers both the 
private and public sectors. The amendment increased 
data subject rights regarding consent as well as the 
disclosure and deletion of personal data. The APPI re-
quires businesses to obtain consent for the processing 
of personal information and grants data subjects the 
rights to access, correct and delete their data, among 
others. Businesses must notify data breaches to both 
data subjects and the Personal Information Protection 
Commission (PPC). Compliance obligations are speci-
fied by the PPC’s Enforcement Rules and, subject to 
maximum penalties of up to JPY 100,000,000 (approx. 
USD 750,000) for businesses and up to two years in 
prison for individuals. In September 2023, the PPC con-
sulted on draft amendments to the APPI Guidelines re-
garding data sharing and security obligations, as well 
as an amendment of the APPI Enforcement Regula-
tions regarding appropriate responses to personal in-
formation leaks. 

The amendment to the Telecommunications Business 
Act (TBA) entered into force in June 2023 and intro-
duced further data protection requirements. Telecom-
munications service providers, including social network 
and search engine providers, must obtain user consent 
and provide opt-out measures in order to share user-re-
lated information with third parties (e.g. through third-
party cookies). The Enforcement Rules for the amended 
TBA are currently being reviewed by the Minister of In-
ternal Affairs and Communications. In September 2023, 
the Ministry consulted on proposed amendments to the 
Enforcement Rules altering the classification of cyber-
security incidents. 

Data transfer/localisation 
The 2020 amendment to the APPI added further condi-
tions to Japan’s cross-border data transfer regime. Pre-
viously, consent was required for transfers, unless the 
PPC deemed the country’s protection adequate or con-
tractual obligations held the recipient to APPI standards. 
Now, businesses must inform data subjects about the 
destination of the data and the level of foreign data pro-
tection for their consent to be valid. In addition, contrac-
tual safeguards are sufficient only if businesses take ac-
tion to ensure implementation and inform data subjects 
of said action upon request. In September 2023, the 
PPC consulted on a draft amendment to the APPI Guide-
lines which includes additional rules regarding the infor-
mation to be provided to data subjects when obtaining 
consent for transfer. For medical information, the gov-
ernment recommends storing data locally. 

The Japanese government has spearheaded interna-
tional initiatives on cross-border data flows. In 2019, the 
late president Shinzo Abe launched the Data Free Flow 
With Trust framework. This guiding principle for interna-
tional cooperation on data flows was since endorsed by 
the G20 members and continuously discussed by the 
G7. Further facilitating data flows, Japan accepts and 
issues certificates of the Cross-Border Privacy Rules 
System of the Asia-Pacific Economic Cooperation 
(APEC), a government-backed privacy certification that 
enables companies to demonstrate compliance with in-
ternational protection standards. The PPC can recog-
nise foreign personal information protection regimes 
and has signed mutual adequacy decision arrange-
ments, including with the European Union. 

Secondary legislation and enforcement  
Various government bodies have enacted secondary 
legislation in data governance. The Ministry of Econ-
omy, Trade, and Industry (METI) adopted its guidance 
on information disclosure regarding cyberattacks in 
March 2023, after adopting recommendations on cyber-
security for critical infrastructure companies and fac-
tory systems. METI is currently deliberating cross-cut-
ting Cybersecurity Guidelines. The PPC has published 
compliance guidance, including a notice regarding the 
use of generated artificial intelligence services and 
a toolkit for assessing privacy policies, and is currently 
deliberating data handling rules for platforms. In addi-
tion, sectoral regulators issue specific guidelines, such 
as the Financial Services Agency’s 2022 guidelines on 
financial data. 
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Public enforcement action concerning companies’ vio-
lations of data protection rules is infrequent. A notable 
exception is the investigation into popular messaging 
app LINE for illegal data transfers to China. In June 
2023, the PPC issued a warning to OpenAI underlining 
that the company must comply with the APPI. 

Specifically, the PPC demanded that OpenAI does not 
process sensitive personal data without consent and 
minimises the storage and processing of sensitive data. 
In August 2023, the PPC ordered Yahoo Japan to notify 
users prior to transferring their data to third parties, ad-
dress security control measures, and submit reports. 
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Republic of Korea
The Republic of Korea (“Korea”)’s economy regularly 
tops rankings on innovation and ICT development. It 
leads the G20 members in terms of Internet availability. 
The number of Korean wireless communication service 
subscribers surpasses its population size. The govern-
ment pursues a “Digital Republic of Korea” with focus on 
Artificial Intelligence, 5/6G communication, quantum 
computing, metaverse and cybersecurity. A continu-
ously successful digital transformation is estimated to 
create KRW 281 trillion (approx. USD 211 billion) in an-
nual economic value by 2030. 

Data protection  
The Personal Information Protection Act (PIPA) is the 
main privacy law in Korea. Originally enacted in 2011 
and repeatedly amended since then, PIPA is widely 
ranked among the strictest privacy laws with a strong 
emphasis on data subject consent. In March 2024, 
an amendment will add the right to data portability and 
enable data subjects to request information on and re-
fuse automated decision-making. Data portability is car-
ried out through the MyData platform, security guide-
lines for which were formulated in September 2023. Cur-
rently, several PIPA amendments are under deliberation, 
including the prohibition of dark patterns to collect per-
sonal information, the protection of biometric data, the 
regulation of artificial intelligence and the protection 
of deceased persons’ data. In case of data breaches un-
der PIPA, the Personal Information Protection Commit-
tee (PIPC) can order corrections and temporarily sus-
pend processing operations, as well as impose fines up 
to KRW 500,000,000 (approx. USD 377,000) or prison 
sentences for criminal offences. 

In September 2023, the PIPC implemented a number of 
regulations. The amendment to the Enforcement De-
cree of the PIPA strengthens the principle of consent 
and extends security requirements. The PIPC also re-
vised its safety standards for personal information. In 
the same month, the PIPC announced an amendment 
to its organisational enforcement rules to establish an 
AI privacy team and internal rules regarding data trans-
fer rules and consulted on updated guidelines reflecting 
the country’s newly amended data protection regime.  

Since January 2023, the amended Cloud Computing Act 
prohibits cloud computing service providers from dis-
closing user information to third parties without con-
sent. Furthermore, it empowers the Ministry of Science 
and ICT to evaluate compliance with the cloud compu-
ting standards and provide security certification.  

Data transfer/localisation 
Since January 2023, cloud service providers must lo-
cate cloud computing systems in Korea to receive certi-
fication from the Korea Internet & Security Agency. Cer-
tification is required to provide services to the public 
sector. The localisation obligation extends to associated 
data, backup systems and personnel. 

From September 2023, the amended PIPA allows cross-
border data transfers if either 1) the recipient country 
has a level of data protection similar to Korea’s, 2) the 
recipient country has an international data transfer 
agreement with Korea, 3) the transfer fulfils a contract 
with the data subject that discloses storage details, or 
4) the recipient organisation is certified by the PIPC. 

More recently, the PIPC held a public consultation on the 
draft “Regulations on Overseas Transfer of Personal In-
formation” creating an Expert Committee to review 
whether a third country ensures an adequate level of 
personal information protection and to issue recogni-
tion recommendations to the PIPC. 

On the international level, in May 2022, Korea’s domestic 
launch spearheaded the Global Cross-Border Privacy 
Rules System. The international mechanism enables 
data transfers through voluntary data protection certifi-
cation for companies. The PIPC provides such certifica-
tion for the Asia Pacific region. In addition, Korea has re-
ceived adequacy decisions from the European Un-
ion and the United Kingdom. In June 2023, Korea ac-
ceded to the Digital Economic Partnership Agreement, 
which demands free data flows, among others. 

Secondary legislation and enforcement  
In September 2023, the PIPC consulted on draft guid-
ance regarding its criteria for evaluating privacy policies 
in September 2023. In August 2023, the PIPC also con-
sulted on revised criteria for calculating fines under the 
PIPA and its Enforcement Decree. 

Establishing what is appropriate user consent is a cen-
tral enforcement theme for the PIPC. In February 2023, 
the PIPC fined Meta for requiring users to consent to the 
collection of behavioural data to access its services Fa-
cebook and Instagram. In the same month, the PIPC 
fined Kakao for obliging users to consent to the third-
party transfer of their information to use its ride-hailing 
service. Previously, in September 2022, the PIPC 
fined Google and Meta for collecting and processing 
personal information without explicit consent. 
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A second focal theme for the PIPC is cybersecurity. In July 
2023, the PIPC fined OpenAI for failing to report a data 
breach, recommending preventive security measures. In 
March 2023, the PIPC issued fines to Samsung, iMar-
ket and Kara Solution for insufficient cybersecurity in view 

of data leaks. In April 2023, the Korean Supreme Court or-
dered Google to disclose its third-party information shar-
ing practices, including with foreign intelligence services. 

  

https://digitalpolicyalert.org/change/6616
https://digitalpolicyalert.org/change/5108
https://digitalpolicyalert.org/change/5109
https://digitalpolicyalert.org/change/5109
https://digitalpolicyalert.org/change/5110
https://digitalpolicyalert.org/change/5345


45 

Mexico
Mexico’s digital economy is growing rapidly. Since 
2019, Mexico’s e-commerce market ranks in the top five 

countries for growth (23 per cent in 2022), boasting 63 
million consumers, 

according to the Mexican Association for Online Sales. 
McKinsey estimates that increased digital maturity 
could boost Mexico’s GDP by 7-15 per cent by 2025. Ox-
ford Business Group expects the Mexican data centre 
market to reach a value of USD 1.1 billion by 2027. Mex-
ico has adopted the Digital National Strategy 2021-2024 
to improve its policy framework, promote technological 
sovereignty and increase connectivity. 

Data protection  
Data protection, a human right under the Mexican con-
stitution, is regulated by the 2010 Federal Law on the 
Protection of Personal Data Held by Private Parties (fed-
eral data protection law) and state-level laws. The fed-
eral data protection law lists data subject rights, includ-
ing to access, rectification, erasure and opposition 
(“ARCO rights”). The law further establishes a complaint 
mechanism with the National Institute for Transparency 
for Access to Information and Protection of Personal 
Data (INAI), responsible for overseeing data controllers’ 
compliance. In August 2021, proposed amendments to 
the federal data protection law failed to pass before the 
Congress closed. The amendments would have re-
quired any company processing data of individuals in 
Mexico to designate a legal representative located in 
Mexico. In addition, the amendments would have re-
quired data breach reporting to both the data subject 
and the INAI, within 72 hours.  

Data transfer/localisation 
Mexico imposes sectoral data localisation obligations. 
The Provisions for Electronic Payment Fund Institution 
require electronic payment institutions to store transac-
tion records locally in order to ensure continuity of oper-
ations. The guidelines for collaboration in security and 
justice matters require telecommunication providers’ 
data processing and storage systems to be located on 
national territory for collaboration with authorities. 

Mexico’s data transfer regime is enshrined in the federal 
data protection law. Transfers are allowed only if the 
data subject consents and the recipient is subject to 
equivalent protection duties. To establish equivalence, 
the regime provides legal instruments including con-
tractual clauses, but not governmental decisions on 
third countries’ legal regimes. 

Mexico is also party to the Ibero-American Data Protec-
tion Network, comprising data protection authorities 

from Central and South America, the Caribbean, Mexico, 
Spain and Portugal, that promotes data protection reg-
ulation and cooperation. In September 2022, the Net-
work issued guidance on standard contractual clauses 
for data transfers within and outside of the Network. 

Secondary legislation and enforcement  
The INAI is responsible for the oversight of data protec-
tion at the national level, while there are also subnational 
data protection agencies. The National Institute of Tele-
communications (IFT) collaborates with the INAI re-
garding the protection of consumer data in the telecom-
munications sector. The INAI regularly publishes sec-
ondary legislation, including the compliance guide for 
the federal data protection law, the recommendations 
on data security, the guidelines on privacy notices, and 
the guides for data subjects. In February 2023, INAI pro-
vided guidance interpretation of data protection rules, 
especially data subject rights, focusing on recourse op-
tions and the processing of requests.  

In terms of enforcement, in 2022, the INAI imposed fines 
of over MXP 60 million (approx. USD 3.5 million) for vio-
lations of the federal data protection law, mainly for pro-
cessing without consent and insufficient privacy no-
tices. In May 2023, the Ibero-American Data Protection 
Network adopted coordinated measures regarding the 
investigation of ChatGPT’s data processing practices, 
assessing its legal basis for data processing, compli-
ance with transparency requirements, as well as age 
verification and data security measures. 
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Russia
Russia aims to boost its digital economy through a na-
tional program that improves digital regulation and in-
frastructure, including RUB 216.2 billion (approx. USD 

2.4 billion) of state investment in 2022. In 2018, Russian 
digital platforms’ revenues exceeded USD 17 billion (1 
per cent 

of GDP), according to the World Bank. Previous esti-
mates on the GDP share of the digital economy ranged 
from 2.1 per cent (Boston Consulting Group) to 3.9 per 
cent (McKinsey). Internationally, Russia recently 
raised fragmentation concerns in a call for global inter-
net governance through the United Nations’ Interna-
tional Telecommunication Union. 

Data protection  
In September 2022, Russia significantly amended its 
2007 Law on Personal Data. The Law defines personal 
data as information relating to an individual that enables 
identification, e.g. name, date of birth and profession. 
The Law establishes rules for “data operators” that pro-
cess personal data, including organisational and tech-
nical measures for data security. The Law also outlines 
data subject rights, e.g. to data access, and sets condi-
tions for the validity of consent. Explicit consent is re-
quired for the processing of special categories of data, 
e.g. political views. Since September 2022, data opera-
tors cannot deny services to citizens who refuse to pro-
vide biometric data. Operators must report cyber 
breaches to Roskomnadzor within 24 hours of detec-
tion and process complaints within 10 days. In addition, 
operators must notify their processing to the Federal 
Service for Supervision of Communications, Infor-
mation Technology and Mass Media (Roskomnadzor). 
Since March 2023, operators must notify changes to the 
scope, purpose, legal basis and methods of data pro-
cessing to Roskomnadzor within 15 days. Currently, 
Russia aims to establish an individual consent regis-
try to facilitate withdrawal. In March 2023, a proposal 
obliging communication network providers to share 
subscriber data with state agencies was rejected. 

 

Data transfer/localisation 
Since 2015, operators must store and process Rus-
sians’ personal data in Russia and provide Roskomnad-
zor with documentation, e.g. on the location of data stor-
age facilities. Exceptions are limited to compliance with 
legal or international requirements, judicial purposes, 
public services or creative professional activities. Oper-
ators face fines of up to RUB 18 million (approx. USD 
200’000) for repeated violations.  

Telecommunication providers must locally store infor-
mation on electronic communications for three years, 
internet service providers for one year. Since September 
2023, both providers must store data on user interac-
tions, including text messages and images. Providers 
must share data with investigative authorities upon re-
quest. 

Russia’s data transfer regime, originally enshrined in 
the Law on Personal Data, was significantly amended in 
March 2023. Operators must notify all transfers to Ros-
komnadzor, specifying the categories of data, destina-
tion and purpose of the transfer. Russia allows data 
transfers to foreign states that provide an adequate 
level of personal data protection, outlined in Roskom-
nadzor’s adequacy list (currently 89 countries). In the 
absence of adequacy, transfers must be approved by 
Roskomnadzor within 10 days. Roskomnadzor can re-
strict transfers to protect the morality, health, rights and 
interests of citizens as well as national security. 

Secondary legislation and enforcement  
Roskomnadzor‘s enforcement focuses primarily on 
data localisation, following a special procedure which al-
lows it to block non-compliant websites after a court rul-
ing. In 2022, the Tagansky District Court of Moscow is-
sued fines for repeated violations to WhatsApp (RUB 18 
million, approx. USD 199’000), Twitter (RUB 17 million, 
approx. USD 188’000), Facebook and Google (RUB 15 
million, approx. USD 166’000). The court issued smaller 
fines to Apple, Airbnb, Match, Pinterest, Twitch, Likeme, 
Hotels.com, Ookla, Snap, UPS, Zoom, and Spotify. Most 
recently, In September 2023, a Moscow Court fined da-
ting app provider Match Group RUB 10 million (approx. 
USD 110’000).  
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Saudi Arabia
Saudi Arabia, the largest economy in the Middle East, 
strives to diversify its economy from oil exports to be-
come a digital leader through its Vision 2030. Saudi Ara-
bia’s digital economy policy aims to grow the ICT sector 
by 50 per cent and raise the GDP share of the digital 
economy, currently estimated at 15.8 per cent. To facili-
tate digital payments under the Vision, the government 
has established a FinTech regulatory sandbox and ex-
perimented with an international central bank digital cur-
rency. The Vision further focuses on gaming and es-
ports, planning investments of over SAR 140 billion (ap-
prox. USD 37.3 billion). 

Data protection  
Saudi Arabia’s Personal Data Protection Law is expected 
to come into force in September 2024, following an 
amendment and postponement. The law covers entities 
collecting or processing the data of individuals located 
in Saudi Arabia, including deceased people. Such enti-
ties must register, conduct a privacy impact assess-
ment, and obtain data subjects’ consent (with excep-
tions). Data subjects are granted the rights to infor-
mation, rectification, access, deletion, and consent with-
drawal. The competent authority, currently the Saudi Au-
thority for Data and Artificial Intelligence (SDAIA), en-
forces the law through binding and non-binding 
measures, including compliance certification. In Sep-
tember 2023, the SDAIA adopted the implementing reg-
ulation, detailing data subject rights, legal bases and 
conditions for the validity of consent. 

Saudi Arabia has also adopted sectoral data protection 
rules. The 2022 Telecommunications and Information 
Technology Law introduced data protection requirements 
for telecommunications and information technology ser-
vice providers, while the 2019 E-Commerce Law and its 
2020 Implementing Regulations establish data protection 
requirements for e-commerce service providers. 

Saudi Arabia has installed a cybersecurity regime building 
on the 2018 Essential Cybersecurity Controls (ECC) of the 
National Cybersecurity Authority (NCA). The ECC set cy-
bersecurity requirements for private and public organisa-
tions based on confidentiality, integrity, and availability. 
The ECC establish obligations in five cybersecurity do-
mains (governance, defence, resilience, third-party and 
cloud computing, as well as industrial control systems 
and devices). In February 2021, the NCA updated the 
Cloud Cybersecurity Controls under the ECC, which im-
pose cybersecurity requirements for cloud service providers 
and require operators of critical national infrastructure to 

only use cloud services of licensed providers. Also in 
2021, the NCA adopted the Organisation's Social Media 
Accounts Cybersecurity Controls under the ECC, impos-
ing cybersecurity requirements regarding the social me-
dia accounts of private companies operating sensitive 
national infrastructure. In 2023, the NCA consulted on the 
Cybersecurity Guidelines for Internet of Things, National 
Policy for Managed Security Operations Centers as well as 
the Regulatory Framework for Licenses for Managed Cy-
bersecurity Operations Center Services, following a consul-
tation in 2022 on the Regulatory Framework for Licensing 
Cybersecurity Compliance Assessment Services. 

Data transfer/localisation 
The Cloud Cybersecurity Controls require providers of 
cloud computing services for government entities and 
operators of critical national infrastructure to establish 
systems for storage, processing, and disaster recovery 
in Saudi Arabia. 

The Personal Data Protection Law creates a data transfer 
regime that shifts away from single transfer approval and 
instead allows transfers through several mechanisms, if 
they do not prejudice national security and uphold data 
subject rights. The regulation on data transfers, adopted in 
September 2023, specifies that transfers are allowed 
based on decisions by the competent authority establish-
ing that the foreign data protection level is at least equal to 
Saudi Arabia’s, as well as international treaties. In the ab-
sence of such a decision, transfers are enabled by safe-
guards, e.g. standard contractual clauses, certification and 
binding codes of conduct, as well as exceptions, e.g. con-
tractual performance and vital interest. 

Secondary legislation and enforcement  
While there has been no enforcement of data protection 
policy to date, Saudi Arabian authorities have published 
several pieces of secondary legislation. In 2023, the 
SDAIA consulted on a draft framework regarding the use 
of secondary data, outlining the principles of data qual-
ity, transparency, ethical data use, purpose and account-
ability, and anonymity. The SDAIA has also launched the 
Data and Privacy Regulatory Sandbox for entities to test 
their products, services, technologies and business 
models. Previously, the National Data Management Of-
fice issued the Data Management and Personal Data 
Protection Standards, establishing guiding data princi-
ples concerning data quality, operations and classifica-
tion. In 2020, the NDMO issued the National Data Gov-
ernance Policy, including specifications on minor data 
protection and data transfers. 
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South Africa
South Africa is the leading African nation regarding in-
ternet usage (54%), mobile phone penetration (80%), 
and broadband coverage (99%), according to the World 
Bank. In the past five years, South Africa's digital econ-
omy has experienced exponential growth in invest-
ments, especially in telecommunication networks (ap-
prox. USD 10.6 billion) and data centres (approx. USD 
1.06 billion). South Africa's Digital Economy Master 
Plan aims to empower South Africans to partake in dig-
ital opportunities for inclusiveness, employment and 
economic transformation. 

Data protection  
Since July 2021, South Africa's comprehensive privacy 
law, the Protection of Personal Information Act (POPIA), 
is fully implemented. Adopted in 2013, the POPIA ap-
plies to public and private "responsible parties" that col-
lect, receive or use data and "operators" that process 
data on their behalf. Under POPIA, responsible parties 
can process personal data based on the data subject's 
consent, contractual performance, legal obligations and 
legitimate interests of the data subject or responsible 
party. Data subjects can withdraw consent and have the 
right to access, correct and delete their data, among oth-
ers. The Regulations Relating to the Protection of Per-
sonal Information outline procedures for responsible 
parties to comply with processing obligations and for 
data subjects to exercise their rights. 

Since December 2021, the main provisions of the Cyber-
crimes Act are in force. The Act criminalises several 
cyber offences and establishes procedures for post-in-
cident investigation and punishment. Codified cyber-
crimes include the unlawful interception of data, acqui-
sition of passwords and access to data devices. The Act 
further criminalises the disclosure of "harmful" data 
messages, e.g. threats of violence. Several provisions of 
the Act are still to be implemented, including the obliga-
tion for "electronic communications service providers" 
and financial institutions to notify data breaches to au-
thorities within 72 hours. 

Data transfer/localisation 
The POPIA allows data transfers only if 1) the recipient 
is subject to an adequate level of data protection (by law, 
binding corporate rules or binding agreement), 2) the 
data subject consents to the data transfer, 3) the trans-
fer is necessary for the performance of a contract, or 4) 
the transfer is for the benefit for the data subject.  

South Africa imposes sectoral data localisation obliga-
tions. The South African Revenue Service requires elec-
tronic tax records and accounting documents to be kept 
physically in South Africa unless non-local storage is au-
thorised. The 2021 Draft National Data and Cloud Policy 
proposes obligations to process and store critical infra-
structure information in South Africa and to maintain a 
local copy of all transferred data for law enforcement 
purposes. The draft further states that data generated 
in South Africa shall be the property of South Africa, re-
gardless of the company domicile. 

Secondary legislation and enforcement  
The POPIA established the Information Regulator (IR) as 
an independent enforcement body with the power to is-
sue secondary legislation. The IR has issued guidelines 
on the processing of children's personal information, the 
authorisation procedure to process "special personal in-
formation", such as religious beliefs and sexual orienta-
tion, and the procedure to develop sectoral codes of 
conduct. The IR has reviewed such codes of conduct 
proposed by the Credit Bureau Association and 
the Banking Association of South Africa. Currently, the 
IR is deliberating draft rules of procedure for its Data 
Protection Enforcement Committee. 

In terms of enforcement, in the 2022/2023 financial 
year, the IR's POPIA division received 895 complaints, 
616 of which were resolved. Since 2021, the IR is inves-
tigating WhatsApp's privacy policy on compliance with 
the POPIA and divergence from WhatsApp's policy in Eu-
ropean countries. The IR raised concerns over both the 
deadline for users to accept the policy and the pro-
cessing of user contact information beyond the original 
purpose (linking information to other Meta services). 
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Turkey
Turkey's 2023 Industry and Technology Strategy de-
clares its ambitions to become a leading force in tech-
nology, combining competitiveness, independence, and 
innovation. In 2020, Turkey’s digital advertising invest-
ments grew more than in any other European country, 
according to the Digital Marketing Communications 
Platform. Turkey’s digital transformation is also evolv-
ing, growing by 4 per cent in 2020, per the Informatics 
Industry Association’s Digital Transformation Index. 

Data protection  
As of 2022, data controllers must register with the Data 
Controllers Registry Information System (VERBIS). The 
requirement applies to all foreign data controllers as 
well as those local controllers that exceed employee and 
revenue thresholds or pursue data processing as their 
principal business activity. The registration process re-
quires a data processing inventory, the appointment of 
a local representative (either a natural or legal Turkish 
person residing in Turkey) and a contact person (a nat-
ural Turkish person residing in Turkey). 

In March 2021, the Turkish government launched 
the Action Plan on Human Rights, including the goal 
of Protecting the Private Life in the Processing of Per-
sonal Data (6.7). The plan tasked the Ministry of Justice 
with proposing amendments to the data protection re-
gime within one year. A stated objective was to harmo-
nise the Law on the Protection of Personal Data with the 
standards of the European Union (EU). In August 2021, 
the data protection authority (KVKK) circulated amend-
ments within the government that were not yet made 
public. The proposed amendments included require-
ments for processing special categories of personal 
data but did not advance beyond this stage.  

Data transfer/localisation 
The social media law of 2020 established a local stor-
age obligation for social networks accessed by over a 
million daily users. Such networks are required to take 
"necessary measures" to localise the data of Turkish us-
ers. 

The Law on Protection of Personal Data allows trans-
fers only with the consent of the data subject or the 

approval of the KVKK. Technically, transfers are allowed 
to countries with an adequate protection level, but the 
KVKK has not issued the necessary whitelist. Hence, 
without user consent, controllers must seek permission 
from the KVKK for data transfers, even with binding cor-
porate rules. The abovementioned 2021 amendments, 
which did not advance, aimed to create a “standard un-
dertaking” mechanism to facilitate transfers. The use of 
such clauses would have required notification to the 
KVKK rather than approval, aligning the regime to the 
EU’s approach. 

Secondary legislation and enforcement  
Digital businesses must navigate a variety of secondary 
legislation on data protection. The KVKK has issued 
guidance on typical practices, such as third-party per-
sonal data sharing and the use of cookies. It has also 
provided guidelines relating to specific technologies in-
cluding recommendations relating to artificial intelli-
gence, guidelines on biometric data and the right to be 
forgotten regarding search engines. 

Recently, the KVKK imposed fines on several companies 
for failing to fulfil data registration obligations or for not 
being transparent about data transfers. In March 2023, 
the KVKK fined Meta and WhatsApp TRY 2.67 million 
each (approx. USD 140,000), for failing to comply with 
registration requirements. Already in 2021, the KVKK 
had sanctioned WhatsApp with a fine of TRY 1.95 mil-
lion (approx. USD 102,000) for failing to obtain consent 
for the processing of personal data and not being trans-
parent regarding data transfers. Also in March 2023, the 
KVKK fined TikTok TRY 1.75 million (approx. USD 
92,000) for not ensuring appropriate data security and 
preventing unlawful data processing. The privacy policy 
did not sufficiently specify the purposes of data collec-
tion and processing and did not require separate con-
sent for particular data disclosures, such as cookie pro-
filing. Finally, TikTok collected the data of children (be-
low 13) without parental consent and did not appropri-
ately restrict access to this data. In 2020, the 
KVKK sanctioned Amazon Turkey for not obtaining ex-
press consent before using cookies and sending elec-
tronic commercial messages.
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United Kingdom
The United Kingdom (UK) is attempting to leverage 
post-Brexit regulatory autonomy to boost its digital 
economy. According to the UK Digital Strategy, the digi-
tal sector contributed approx. GBP 151 billion (approx. 
USD 192 million) to the economy in 2019, growing al-
most three times faster than the total economy. In 2021, 
data-driven trade generated 85 per cent of the UK’s ser-
vices exports, according to government estimates. The 
UK’s five-point plan for digital trade sets the focus on 
open digital markets, free data flows, enhanced con-
sumer safeguards, improved digital trading systems, 
and increased international cooperation. 

Data protection  
The UK is currently debating the second version of 
the Data Protection and Digital Information Bill, having 
rejected the first draft. The Bill amends the 2018 Data 
Protection Act and the UK General Data Protection Reg-
ulation, which transitionally implemented the EU GDPR. 
The Bill aims to reduce compliance burdens, rather than 
impose new obligations. It introduces cookie exemp-
tions, reduces record-keeping obligations, allows longer 
response times and refusals for data access requests, 
expands the definition of “scientific research” to include 
commercial purposes and removes the local repre-
sentative requirement for non-UK controllers. The Bill 
further replaces the Information Commissioner’s Office 
(ICO) with an Information Commission, to which the 
Secretary of State can appoint statutory board mem-
bers. 

Cybersecurity is a stated priority for the UK, enshrined in 
the 2022 National Cyber Strategy and the Government 
Cyber Security Strategy. The UK GDPR requires data 
processors and controllers to implement risk-appropri-
ate cybersecurity measures and report data breaches to 
the ICO within 72 hours (as well as report high-risk 
breaches to data subjects). Regarding electronic com-
munications, the Office of Communications (Ofcom) re-
quires operators of essential services to report 
breaches that last over 15 minutes or cause network 
degradation of 25 per cent. Ofcom’s code of practice, 
implementing the Electronic Communications Regula-
tions 2022, imposes risk minimisation measures on 
public electronic communications networks. From April 
2024, manufacturers and distributors of connectable 
products must implement cybersecurity requirements. 
To facilitate cybersecurity compliance, the government 
developed a “check your cybersecurity” tool, out-
lined steps in responding to cyber threats and published 
a voluntary cybersecurity code of practice for app 

developers and app store operators. Currently, the gov-
ernment is deliberating regulations on software cyber-
security.  

Data transfer/localisation 
Currently, the UK enables data transfers through 1) ade-
quacy decisions, granted by the Secretary of State to 
“essentially equivalent” regimes, 2) appropriate safe-
guards, such as standard data protection clauses and 
binding corporate rules, subject to risk assessment, or 
3) specific exceptions, such as consent and contractual 
necessity. The UK recently reached adequacy 
with South Korea and issued a shortlist of priority desti-
nations. Effective from October 2023, the United States 
will be designated as adequate, enabling transfers for 
US individuals and organisations participating in the UK 
Extension to the EU-US Data Privacy Framework. Re-
garding safeguards, the ICO issued guidance on the In-
ternational Data Transfer Agreement (replacing EU 
Standard Contractual Clauses), binding corporate 
rules and risk assessments. The currently deliber-
ated Data Protection and Digital Information Bill would 
allow the Secretary of State to approve transfers if for-
eign protection is not "materially lower" than in the UK. 

At the international level, the UK aims to harness global 
data flows, while maintaining EU adequacy. In July 
2023, the UK adopted its first law enforcement ade-
quacy decision after leaving the EU, with Guernsey. The 
UK also became the first country to join the Global Cross 
Border Privacy Rules Forum as an associate. The Forum 
is an expansion of the Cross-Border Privacy Rules Sys-
tem of the Asia-Pacific Economic Cooperation (APEC), 
an international mechanism that enables data transfers 
through voluntary data protection certification for com-
panies. In December 2022, the UK concluded negotia-
tions to accede to the Comprehensive and Progressive 
Agreement for Trans-Pacific Partnership, which de-
mands free data flows. In addition, data flows are sub-
ject of the recent UK-US Atlantic Declaration (establish-
ing a “data bridge”), the UK-Singapore Digital Economy 
Agreement and the UK-Japan Digital Partnership, as 
well as negotiations to modernise free trade agree-
ments with Canada and South Korea. 

Secondary legislation and enforcement  
The ICO regularly issues privacy guidelines concerning 
specific technologies, such as biometric data, genera-
tive AI and privacy-enhancing technologies, and specific 
topics, such as data protection in journalism, data ac-
cess requests and data protection by default. Currently, 
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the ICO is deliberating guidance on employee health 
data and monitoring, and journalism, where it is also 
considering a code of practice. Since September 2023, 
the ICO is also conducting an inquiry into period and fer-
tility tracking apps in response to concerns around data 
security and unwanted targeted advertising. 

Regarding enforcement, the ICO issued one data protec-
tion fine in 2023: TikTok was fined GBP 12.7 million (ap-
prox. USD 16.2 million) for processing the data of 

children under 13 years without parental consent and 
not adequately informing users on data collection and 
sharing practices. Recently, the ICO announced it would 
review whether Meta’s plans to request consent for be-
havioural advertising in the EU, would impact the infor-
mation rights of people in the UK, which would not be 
covered by the change. The ICO is also investigating 
Worldcoin’s data processing activities. 
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United States of America
The United States (US) boasts the world's largest digital 
economy, which accounted for 9.6% of its GDP (USD 
2051.6 billion) in 2019. The US is home to the world's 
largest technology firms, four of which currently exceed 
trillion-dollar market capitalisations, that are exposed 
to emergent digital fragmentation. Internationally, tech-
nology grows in importance in tensions with China, lead-
ing the US to invest approx. USD 280 billion to bolster 
semiconductor capacity. 

Data protection  
The US does not have a comprehensive privacy law at 
the federal level.7 The American Data Privacy and Pro-
tection Act, a proposal with momentum, failed to pass 
before the 117th Congress adjourned in January 2023. 
The new Congress has introduced, but not advanced, 
several privacy bills of varying scope. The Data Care 
Act introduces duties of care and confidentiality for 
"online service providers" that collect information mak-
ing users identifiable. The Online Privacy Act estab-
lishes data subject rights (e.g. to access, correct, and 
delete data) and imposes restrictions on data collection 
(e.g. data minimisation). Some proposals focus on mi-
nors' data. The Clean Slate for Kids Online Act enables 
the deletion of any data collected before the subject 
turns 13. The Children and Teens' Online Privacy Protec-
tion Act prohibits personal data collection from subjects 
between 13 and 16. The Kids PRIVACY Act requires plat-
forms to obtain consent for collecting and processing 
data of subjects under 18. Finally, the Kids Online Safety 
Act requires platforms to mitigate the risk of posing 
harm to minors, including by enabling the opting out 
from algorithmic recommendation systems.  

Other proposals focus on specific types of data, such as 
the Stop Spying Bosses Act (workers' data), the UP-
HOLD Privacy Act and the My Body, My Data Act (health 
and location data) and the Data Privacy Act (financial 
customer data). Finally, the Online Privacy Act would es-
tablish a Digital Privacy Agency, while the DELETE Act 
would establish a centralised system for individuals to 
request automatic data deletion. 

 
 
7 Twelve states have enacted privacy bills: California (Consumer Privacy Act/California Privacy Rights Act), Colorado (Privacy Act), 
Connecticut (Personal Data Privacy and Online Monitoring Act), Delaware (Personal Data Privacy Act), Iowa (Consumer Data Pro-
tection Act), Indiana (Consumer Data Protection Act), Montana (Consumer Data Privacy Act), Oregon (Consumer Privacy Act) Ten-
nessee (Information Protection Act), Texas (Data Privacy and Security Act), Utah (Consumer Privacy Act) and Virginia (Consumer 
Data Protection Act). 

The 2023 National Cybersecurity Strategy aims to shift 
the burden of cybersecurity from individuals and SMEs 
onto organisations capable of reducing risks. Following 
the Colonial Pipeline cyberattack in May 2021, President 
Biden declared a national emergency and issued the Ex-
ecutive Order to Improve the Nation's Cybersecurity. 
Since then, several policies advanced government cy-
bersecurity. Federal agencies must comply with the Na-
tional Institute of Standards and Technology (NIST)'s 
guidance on using third-party software. The National 
Defense Authorization Act introduced cybersecurity cer-
tification for cloud vendors who store government data. 
The Quantum Computing Cybersecurity Preparedness 
Act initiated the migration of government IT systems to 
post-quantum cryptography. Currently, two agencies 
are revising their frameworks. The NIST is drafting a 
second version of its Cybersecurity Framework, which 
outlines steps for organisations to mitigate, resolve, de-
tect and report cybersecurity risks, and guidelines on mi-
gration to post-quantum cryptography. The Federal 
Communications Commission (FCC) is revising its data 
breach reporting requirements to remove the current 
mandatory seven-day waiting period before notifica-
tion.  

Many US cybersecurity rules are sectoral. The Cyber In-
cident Reporting for Critical Infrastructure Act requires 
critical infrastructure entities to report significant 
cyberattacks within 72 hours and ransomware attacks 
within 24 hours to the Cybersecurity and Infrastructure 
Security Agency (CISA). Since June 2023, non-banking 
financial institutions must implement the measures 
mandated in the Standards for Safeguarding Customer 
Information Rule, including preventive and detective se-
curity systems. The Transportation Security Administra-
tion issued cybersecurity rules for airports and aircraft 
operators. The Department of Health and Human Ser-
vices published a Cybersecurity Framework Implemen-
tation Guide. Currently, the Securities and Exchange 
Commission is deliberating cybersecurity risk manage-
ment rules for investment advisers. 
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Data transfer/localisation 
Data transfers are a controversial topic within the US 
and in international relations, especially with the Euro-
pean Union (EU) and China. Within the US, in June 2023, 
two Bills were introduced in Congress to restrict data 
transfers. The Genomics Expenditures and National Se-
curity Enhancement Act would require entities to clarify 
whether a foreign entity would access US citizens' ge-
netic data. The Protecting Americans' Data From For-
eign Surveillance Act would prohibit data transfers to 
high-risk foreign countries, allowing transfers only to 
low-risk countries determined by the Secretary of Com-
merce.  

In July 2023, the EU-US data transfer negotiations con-
cluded, as the EU adopted an adequacy decision ena-
bling transfers to the US. Negotiations started after, in 
2020, the Court of Justice of the European Union 
(CJEU) invalidated the US-EU Privacy Shield, mainly due 
to US intelligence services' access to EU user data. In 
March 2022, the countries reached an agreement in 
principle on a Data Privacy Framework. In October 2022, 
the US adopted the Executive Order on Enhancing Safe-
guards for United States Signals Intelligence Activities. 
The order established principles for signals intelligence 
activities (legitimate purpose, necessity, oversight) rules 
on processing collected information, and a redress 
mechanism for data subjects in certain countries. In De-
cember 2022, the Office of the Director of National Intel-
ligence adopted a directive that established the imple-
mentation procedures for a redress mechanism under 
the order. In July 2023, the Attorney General issued the 
list of "qualifying states" eligible for using the redress 
mechanism and the process of submitting complaints, 
with the initial list consisting of European Economic 
Area States to be expanded to include the UK in October 
2023. 

In December 2022, the US Public Company Accounting 
Oversight Board (PCAOB) confirmed its ability to in-
spect public accounting firms established in China and 
Hong Kong, ending tensions, including the possibility of 
delisting Chinese companies from US exchanges. The 
US Holding Foreign Companies Accountable Act gives 
the PCAOB the power to inspect companies issuing se-
curities in the US using a foreign accounting firm to cer-
tify that they are not owned or controlled by a foreign 
governmental entity. Following a 2021 PCAOB re-
port stating its inability to inspect Chinese firms and Se-
curities and Exchange Commission enforcement threat-
ening delisting, a cooperation agreement to grant in-
spection access was signed in August 2022. 

Secondary legislation and enforcement  
Secondary legislation including data governance rules is 
moving across the central government and in several 
agencies. The White House has issued a Blueprint for an 
AI Bill of Rights, outlining data privacy principles. The 
Consumer Financial Protection Bureau (CFPB) aims to 
regulate data brokers' practices and put forward secu-
rity measures for consumer data. The Federal Trade 
Commission (FTC) aims to establish a new mechanism 
for obtaining parental consent under the Children's 
Online Privacy Protection Act Rule (COPPA Rule). 

Children’s privacy is a federal enforcement priority that 
has led to several fines and ongoing procedures. In July 
2023, the Department of Justice and the FTC reached a 
settlement with Amazon over violations of the Children's 
Online Privacy Protection Act (COPPA) and COPPA Rule. 
Amazon was fined USD 25 million and required to delete 
inactive child accounts, voice information, personal in-
formation, and geolocation information and disclose its 
retention and deletion practices for Alexa App geoloca-
tion data. In May 2023, the FTC fined Edmodo USD 6 
million, prohibited it from using children's data for adver-
tising purposes and required the deletion of algorithms 
developed using the data without parental consent due 
to its violations of COPPA and the COPPA Rule. In De-
cember 2022, the FTC announced a settlement 
with Epic Games, including a fee of USD 275 million for 
allegedly collecting personal data from users under 13 
from its Fortnite game without providing information on 
the data collection or obtaining parental consent. Fi-
nally, in May 2023, the FTC proposed to amend its 2020 
privacy order against Meta. The FTC alleges that Meta 
(Facebook) deceived parents on their ability to control 
their children's communication on the Messenger Kids 
app and about data sharing with application developers. 
The amendments prohibit Meta, including its services 
Facebook, Instagram, WhatsApp and Oculus, from mon-
etising data collected on users under 18.  

The FTC further focuses on health data, following 
its 2021 statement clarifying that health apps are sub-
jected to the Health Breach Notification Rule, which is 
currently undergoing amendments. In February 2023, 
the FTC ordered GoodRx to pay a civil penalty of USD 
1.5 million for failing to notify consumers of unauthor-
ised health data disclosures for advertising purposes. In 
May 2023, the FTC fined Prenom USD 100,000 and 
banned it from sharing consumer data for advertising 
due to the sharing of sensitive health data with third par-
ties without consent. In July 2023, the FTC required Bet-
terHelp to pay USD 7.8 million, direct third parties to de-
lete health data and obtain consent before disclosing 
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data, due to BetterHelp’s practice of sharing health data 
with third parties for targeted advertising without con-
sent and appropriate security measures. In September 
2023, the FTC required 1Health (previously Vitagene) to 
pay USD 75,000 and not to share data with third parties, 
for failing to implement appropriate data security 
measures, among others. 

The US government regularly enforces other elements 
of data protection. In September 2023,Verizon entered 
into a USD 4 million settlement with the Department of 

Justice in an investigation regarding the failure to fully 
implement cybersecurity controls for IT services pro-
vided to federal agencies. In a case concerning data col-
lection practices in May 2022, the FTC fined Twit-
ter (now X) USD 150 million for deceptively collecting 
over 140 million users' data, supposedly for account 
protection, and providing access to advertisers for tar-
geting. In addition to the fine, Twitter cannot profit from 
deceptively collected data, must notify affected users 
and must develop a comprehensive privacy program.
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About the Digital Policy Alert 

Navigating the dynamic landscape of the digital econ-
omy can be challenging due to uncoordinated govern-
ment regulations and the lack of international best prac-
tices. Worse, there is currently no international monitor-
ing effort for laws and regulations affecting the digital 
economy. The Digital Policy Alert (DPA) fills the evi-
dence gap in digital economy policies through four con-
tributions.  

First, the DPA Activity Tracker is the leading monitor 
and offers publicly accessible, transparent, and timely 
documentation of digital policy and enforcement devel-
opments. With over 4,500 entries since January 2020, 
our tracker is the only service providing systematic 
transparency across digital policy areas – including 
data governance, content moderation, competition, and 
digital taxation, among others. Every day, the DPA team 
documents new developments throughout the entire 
lifecycle of the laws, regulations, enforcement cases 
that affect the digital economy. The entries are system-
atically tagged to ease navigation and are exclusively 
based on official sources. Currently, the DPA team co-
vers the G20 governments, the European Union’s mem-
ber states, and Switzerland. We cover pressing issues 
such as the governance of artificial intelligence and pro-
vide a free notification service. 

Second, the DPA Digital Digests allow rapid, up-to-date 
familiarisation with a country’s digital policy landscape 
for policymakers, professionals, and international me-
dia. The Digest series provides succinct summaries of 
the G20 members’ regulatory approaches, covering data 
governance, content moderation, competition policy 
and domestic points of emphasis. 

Third, the DPA Analytical Framework supports policy-
makers in building bridges of interoperability between 
different regulatory environments. No analytical frame-
work can currently characterise regulatory environ-
ments in detail. This report presents a framework that 
systematically maps policy options and enables com-
parisons across jurisdictions that spot both differences 
and opportunities for alignment. Since our flagship re-
port on Emergent Digital Fragmentation, we are consist-
ently refining the framework to identify and reduce frag-
mentation risk. 

Fourth, the DPA conducts in-depth country studies an-
alysing the domestic regulatory environment for the dig-
ital economy as well as international commitments. In 
2022, the DPA combined its data collection capabilities 

and its analytical framework for detailed stock-taking in 
a first-of-a-kind implementation study. The study sys-
tematically analysed all signatories’ domestic imple-
mentation of digital trade commitments in an interna-
tional agreement. The result delivered detailed insight 
into implementation approaches as well as commonali-
ties and differences in domestic policy approaches, aid-
ing future negotiations. Currently, we’re building an inter-
active repository of digital trade provisions in free trade 
agreements and digital economy agreements. 

The Digital Policy Alert provides policymakers and pol-
icy professionals with a transparent base of evidence 
for their work. By providing timely facts and analysis 
about digital policy, we enable stakeholders to make in-
formed decisions that better align national interests 
with international openness. Our success is based on a 
young, globally distributed team of specialists, a rigor-
ous verification system, and the use of state-of-the-art 
technological tools. 

Transparency is a core value of our institutional home, 
the St. Gallen Endowment for Prosperity Through Trade, 
and our flagship initiative, the Global Trade Alert. The St. 
Gallen Endowment is a Swiss non-profit that champions 
international openness, collaboration, and exchange to 
raise prosperity and choice for all. Our initiatives are rec-
ognized globally as independent and leading sources of 
verified information. Since 2009, our data and analyses 
regularly inform officials from international organisa-
tions such as the International Monetary Fund or the 
United Nations. In capitals, national governments from 
in East and West, North and South utilise our datasets 
as a common factual base. At the World Trade Organi-
zation, the Secretariat and more than 30 developing 
countries refer to our outputs in their deliberations. And 
already this year alone, thousands of dataset down-
loads and over 500 media articles as well as over 150 
citations in research papers or analyses are multiplying 
our impact around the world. 

  

https://digitalpolicyalert.org/activity-tracker
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Contact
Written by Johannes Fritz & Tommaso Giardini.

Please send questions and suggestions to info@digitalpolicyalert.org

The independent Digital Policy Alert is a pillar of the Swiss-
based St. Gallen Endowment for Prosperity Through Trade


